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Since the advent of Artificial Intelligence (AI) and Machine Learning (ML), researchers have asked how intelligent computing systems could interact with and relate to their users and their surroundings, leading to debates around issues of biased AI systems, ML black-box, user trust, user’s perception of control over the system, and system’s transparency, to name a few. All of these issues are related to how humans interact with AI or ML systems, through an interface which uses different interaction modalities. Prior studies address these issues from a variety of perspectives, spanning from understanding and framing the problems through ethics and Science and Technology Studies (STS) perspectives to finding effective technical solutions to the problems. But what is shared among almost all those efforts is an assumption that if systems can explain the how and why of their predictions, people will have a better perception of control and therefore will trust such systems more, and even can correct their shortcomings. This research field has been called Explainable AI (XAI).

In this studio proposal, we take stock on prior efforts in this area; however, we focus on using Tangible and Embodied Interaction (TEI) as an interaction modality for understanding ML. We note that the affordances of physical forms and their behaviors potentially can not only contribute to the explainability of ML systems, but also can contribute to an open environment for criticism. Our proposal seeks to both critique explainable ML terminology and to map the opportunities that TEI can offer to the HCI for designing more sustainable, graspable and just intelligent systems.
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1 BACKGROUND

Machine Learning (ML) and Artificial Intelligence (AI) are increasingly used to classify data and detect patterns in large and complex data sets, which allows them to make recommendations, detect anomalies, and automate physical systems, among others. From national defense to business to personal entertainment, AI/ML is ubiquitous and used in different areas (e.g., smart homes, smart cities, and autonomous cars). As these intelligent systems affect the everyday lives of people, cities and organizations, concerns such as trust, control, transparency and explainability have been raised [22, 25, 34, 34]. However, the question of explanation as a required form of dialogue between people and computing systems to both build (appropriate) trust and to build more effective and efficient systems is not new [8, 9].

While intelligent systems may appear to operate accurately or as expected, people need to know how and why these systems make decisions, particularly to ensure they can generalize and are operating fairly, or without bias. To that end, the field of Explainable AI (XAI) explores mechanisms for explaining or exposing intelligent systems’ inner-workings or outputs to support understanding and increase trust [27]. Such research includes both global explanations (i.e., explaining models as a whole) [7] and local explanations (i.e., explaining—or rationalizing—individual predictions) [24]. Increasing end users’ understanding of intelligent systems has another benefit: these users can better influence or improve systems, as they are more aware of how and when they err, and therefore how and what to fix [23]. Interactive (or human-in-the-loop) ML supports rapid, iterative user feedback or guidance to improve or adapt models [2, 3]. Interactive ML techniques have been applied to allow non-expert users to guide AI/ML algorithms through user-model interaction, which in return increases model transparency and interpretability [28, 32, 33]. Thus, these two forms of interactivity (explanations and control) go hand in hand to improve understanding, experience, and system performance.

Intelligent systems, which may support explanations, feedback, or both, facilitate the interaction of non-expert users with systems for the purpose of improving the learning process, bettering system and human-machine task performance, and increasing system transparency. This is an approach that can benefit from designing interactions based not only on user needs and perceptions, but also on ways to empower them to grasp the complexities and dynamics of AI systems [11, 15, 26]. Importantly, these systems often rely on interaction modalities to interact with people —visual, audible, tactual, etc. One of the interaction modalities that has been less explored in this area, is Tangible Embodied Interaction (TEI).

1.1 Tangible Embodied Interaction (TEI)

Tangible User Interfaces (TUI) are a way to grasp and manipulate computing systems by merging systems with everyday physical objects and spaces [18, 19]. TUIs bridge the gap between the virtual and the real world, hence between bits and atoms. This concept of TEI has evolved over time, to include not only the controlling and manipulating aspects of computing systems, but also the representation and form giving of the data—by not only visualizing but also physicalizing it (i.e., Data Physicalization [13, 20]). Data Physicalization benefits the user...
interaction with data, by leveraging natural human perceptual and cognitive skills, and it relates back to the history of written manuscripts using tokens and tangibles [30].

Over the years the TEI field has evolved, and related concepts have emerged: Embodied Interaction concerns how computing systems and our interaction with them can change our perception of the physical reality [10], a material-centered approach to Interaction Design calls to emphasize the material manifestations of the interaction [35–37], and Soma Design, a body-centric approach to interaction design, focuses on a holistic approach to interaction design, incorporating bodies and movements into the design and use [14].

Further, the forms and form giving practices are prominent mediums in design processes to convey meaning for artifacts or how artifacts can be used through their perceived affordances [21, 29, 31]. Aesthetic criticism informed by aesthetic philosophy considers the form of an artifact as an unifying principle (sometimes known as “significant form” after Clive Bell [6]) that composes the work’s disparate parts into a whole that is replete with meaning [4, 5]. Building upon the variety of perspectives on TEI and physicality, we aim to map the opportunities they can offer to XAI, or as we call it here, Graspable AI.

2 GRASPABLE AI

This overall objective of this studio is to map the opportunities that TEI in its broadest sense, including TUI, embodied interaction, body-centric and forms and materiality of the interaction with computing systems can offer to human-in-the-loop and XAI systems. We use the phrase “Graspable AI,” which deliberately plays with two senses of the word “to grasp,” one referring to taking something into one’s hand, and the other when the mind “grasps” an idea.

To this aim, we first seek to challenge the terminology of XAI. After coming to an understanding that physical and tangible interaction can offer more spaces for designing a more understandable and transparent ML/AI, we realized the terminology may fall short in that regard. So, we use the term Graspable AI as a way to approach XAI through Tangible and Embodied Interaction perspective, since it refers to something that is not only understandable and perceivable, but it also is coherent and accessible as a unified whole that can be held by our bodies (e.g. by hands). The term Graspable inherently conveys the meaning of being understandable intellectually, meaningfully and physically.

More specifically this studio will focus on three challenges of Graspable AI, considering the entire process of AI/ML from classification of the data to the explanation of decisions to the users [34]: forms, behaviors and interaction criticism of Graspable AI. These themes serve to articulate and to cluster the contributions of TEI to the XAI space.

2.1 Graspable Forms

Forms are the outcome of the design process and are the result of the pragmatic synthesis of multiple factors (e.g. context, user needs, materials, etc.) [1]. We frame graspable forms as synthesized and unified wholes capable of conveying a meaning, a message or a state (classifying, learning or explaining) manifested in physical forms. Further graspable forms are often self-explanatory and intuitively understandable and relatable. We aim to explore graspable forms of ML/AI process by mapping different ways the unified form of the ML/AI models within intelligent systems can become graspable through TEI.
2.2 Graspable Behaviors

One of the salient characteristics of ML/AI algorithms that distinguishes them from other kinds of algorithms (or programs) is that they classify data, detect patterns and learn from them. Therefore, their outcome depends on what the algorithms learn over time from data (e.g., from human behaviors, environment, or their own decisions). In a learning system, we expect that the unified wholes or forms changes over time, as such, the outcomes or the decisions become very complex and sometimes not fully understandable by humans. We aim to unpack this area by exploring how temporality influences the tangible forms of algorithms? What are the possible behaviors that make the AI/ML models more graspable? And, what are the suitable graspable and familiar metaphors (e.g., growing, etc.)?

2.3 Graspable Interaction Criticism

Inspired by interaction criticism [4, 5], which suggests that the form of an artifact is one of four primary considerations, along with intentionality, the individual experience, and the sociocultural context in which it was produced/consumed, we believe the Graspable AI can provide opportunities for an open and more democratic environment for criticism. Hence physical and tangible forms of ML/AI can contribute to designing better, equal and more fair intelligent systems by facilitating the participation and mutual understanding between humans and AI/ML. Further, Graspable interaction criticism seeks to reveal the relations between physical and intellectual dimensions of Graspable AI. It seeks to raise the question of whether the interactions can be made intentionally difficult to grasp (physically) because they are intellectually hard to grasp for humans, and by that increasing the transparency of the AI/ML systems.

3 WORKSHOP STRUCTURE

We propose a one-day, 4-hour long studio. The studio will be a combination of presentations, discussions and analytical activities in groups of 3 to 5 people.

3.1 Kick-off short presentations

We will kick off the studio by presenting the topic and activities of the studio. Then we ask all participants to introduce themselves and their position paper or interactive object demo or a physical object they brought to the studio whose graspability is relevant to the studio topic in a 10-minute presentation. We will ask each participant to end their presentation by stating that how their positions contribute to explainability in AI and ML models and how TEI can be included in a future development of the position.

3.2 Making Graspable AI

Participants will form groups based on their submissions, and its relation to the three areas of Graspable forms, Graspable behaviors and Graspable interaction criticism. If the submission is related to a specific application area, and does not fit perfectly within just one of the above-mentioned categories, then it will be considered and situated within the closest thematic category. Each group will then go through an ideation process using digital cards inspired by two methodologies of Inspiration Cards [12] and The Card Brainstorming Game [16, 17]. Overall, it consists of four themes and related concepts, which are based on Hornecker and Buur’s Tangible Interaction theoretical framework. The themes are (1) Tangible Manipulation, (2) Spatial Interaction, (3) Embodied Facilitation,
(3) Expressive Representation, which are presented with ‘provocative questions’ that help participants to concretize the concepts related to the TEI explainable ML.

3.3 Discussions and presentation

A discussion session then will follow, during which participants will discuss the challenges and opportunities of designing TEI for XAI in general (Graspable forms, behaviors and interaction criticism), and the effectiveness and usefulness of the ideation cards for designing Graspable AI interfaces in specific. (e.g. what are the challenges of designing Tangible Interactions when the computer is able to learn and interactions with the user are aimed to enhance the learning outcome? What are the social-technical implications/challenges? etc.

The groups will then summarize their ideas and analysis and will present in 5-minute presentation.

Table 1. Preliminary studio schedule (CET)

<table>
<thead>
<tr>
<th>Time</th>
<th>Activity – virtual participation</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:00 – 14:15</td>
<td>Introduction to the Studio (Zoom)</td>
</tr>
<tr>
<td>14:15 – 15:45</td>
<td>Participants presentations (Zoom)</td>
</tr>
<tr>
<td>15:45 – 16:15</td>
<td>Group creation based on the Studio themes (Zoom and Miro) / Coffee Break</td>
</tr>
<tr>
<td>16:15 – 17:00</td>
<td>Ideation and discussion in groups (Zoom and Miro)</td>
</tr>
<tr>
<td>17:00 – 17:45</td>
<td>Reflection and presentation (Zoom and Miro)</td>
</tr>
<tr>
<td>17:45 – 18:00</td>
<td>Conclusions (Zoom)</td>
</tr>
</tbody>
</table>
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