The effect of big data and analytics on firm performance: An econometric analysis considering industry characteristics
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Abstract: The emergence of big data has stimulated enormous investments into business analytics solutions, but large-scale and reliable empirical evidence about the business value of big data and analytics (BDA) remains scarce. This paper presents the results of an econometric study that analyzes the direction, sign, and magnitude of the relationship between BDA and firm performance based on objective measurements of BDA assets. Using a unique panel data set that contains detailed information about BDA solutions owned by 814 companies during the timeframe from 2008 to 2014, on the one hand, and their financial performance, on the other hand, we estimate the relationship between BDA assets and firm productivity and find that live BDA assets are associated with an average of 3 to 7 percent improvement in firm productivity. Yet, we also find substantial differences in returns from BDA when we consider the industry in which a firm operates: While firms in IT-intensive or highly competitive industries are clearly able to extract value from BDA assets, we did not detect measurable productivity improvement for firms outside these industry groups. Taken together, our findings provide robust empirical evidence for the business value of BDA, but also highlight important boundary conditions.
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1. Introduction

Unprecedented growth in data volume, variety, and velocity has emerged over the course of the past decade, a phenomenon often referred to as “big data.” While for most organizations data has traditionally been time-consuming and costly to acquire, today many businesses are confronted with a data deluge. The following quote by Eric Schmidt, former CEO of Google, illustrates the extent of the recent data explosion: “There was five [E]xabytes of information created between the dawn of civilization through 2003, but that much information is now created every two days, and the pace is increasing” [21].

The emergence of big data has increased organizations’ demand for business analytics, defined as the “extensive use of data, statistical and quantitative analysis, explanatory and predictive models, and fact-based management to drive decisions and actions” [18, p. 7]. A survey fielded by the Wall Street Journal [68] in collaboration with Oracle found that 86 percent of surveyed executives consider the ability to gain insights from data to be one of their top three business priorities. Similarly, according to studies by Gartner [26] and IBM [33], business intelligence and analytics are today’s top priority for CIOs and the top technology priority for CFOs. IDC [34] predicted that the worldwide market for big data and business analytics solutions will increase by more than 50 percent between 2015 and 2019, from $122 billion to more than $187 billion. And according to Gartner [25], more than half of the world’s largest organizations will be applying advanced analytics solutions to large datasets by 2018.

At the same time, the adoption of analytics solutions for extracting value from big data, in the following called big data and analytics (BDA), is associated with substantial financial investments for firms. For example, the three-year total cost of ownership for
an IBM PureData System for Analytics\(^1\), an appliance for big data processing, is estimated to be $39 million, and the overall costs for a comparable Cloudera Hadoop cluster\(^2\) for the same period sum up to more than $50 million [13].

These figures lead to the question whether investments in BDA pay off for companies, that is, whether they actually generate business value. The need to conduct “critical, intensive assessments of the actual impact of big data investment and use and understand if and how one can attain instrumental benefits (such as performance and profitability) […]” has recently also been raised in the IS literature by Abbasi et al. [1, p. xi]. While the business and IT press is picturing companies that transformed their businesses or even entire industries through the use of BDA, scientific evidence for the business value of BDA is scarce. Existing empirical evidence has come either from qualitative case studies that discuss the opportunities and challenges of BDA [58, 64] or from surveys that are based on self-reported perceptual measures of business value [44, 5, 54, 17], while large-scale studies that have drawn on objective measures of firm performance, such as productivity, are rare. (Brynjolfsson et al. [12] and Tambe [62] are exceptions.) These observations indicate a gap in the academic literature that a recent report of the OECD [47, p.18] has also pointed out: “While [case] evidence […] strongly suggests a positive link between [data-driven innovation] and productivity growth across the economy, few empirical studies exist with robust quantitative estimates.”

Our study addresses this research gap by using econometric methods to investigate the relationship between live BDA assets and firm performance. We compiled a unique panel data set that contains detailed information about BDA solutions owned by 814

---

\(^{1}\) 8 server racks and 1500 Terabytes of storage capacity

\(^{2}\) Cluster with 750 nodes
companies over a period of seven years from 2008 to 2014. By combining this information with financial performance data from the Compustat database, we can estimate the direction, sign, and magnitude of the relationship between BDA assets and firm performance.

We find that over all industries ownership of live BDA assets is associated with an average increase in productivity by about 4.1 percent, however we can only speculate about the direction of the causality of this relationship. When we take industry characteristics into consideration, the causality becomes clearer and we find that live BDA assets are associated with substantial improvements in a firm’s productivity – 6.7 percent productivity gains in IT-intensive industries and 5.7 percent in competitive industries. Taken together, our results provide robust empirical evidence for the business value of BDA, but also highlight important boundary conditions.

The remainder of the paper is organized as follows. First, we review the literature on BDA’s business value and on measuring the impact of IT on firm performance. Then we develop our key hypotheses and describe our research design in detail. Next, we present our empirical findings and then discuss their implications as well as their limitations. The paper closes with a brief summary and outlook.

2. Background

2.1. Business Value of Big Data and Analytics

To understand the current discourse on BDA business value, it is useful to recall how this class of IT is different from other enterprise IT. Already in 1971, Gorry and Scott Morton [27], in their seminal article “A Framework for Management Information
Systems”, used the distinction between operational, managerial, and strategic management activities, on the one hand, and structured (or programmed) and unstructured (or non-programmed) problems, on the other hand, to distinguish different categories of information systems. They coined the term Decision Support Systems (DSS) to refer to a class of information systems meant to support humans in making management and strategic decisions in unstructured problem situations (e.g., sales and production planning) and distinguish these systems from the information systems for supporting structured operational tasks (e.g., order entry, accounts management) prevailing at that time. In today’s enterprise IT architectures, this distinction is still reflected in the separation of transactional systems, for example, Enterprise Resource Planning (ERP), Customer Relationship Management (CRM), or Supply Chain Management (SCM), from analytical systems, such as, data warehouses, data mining solutions, or dashboards.

Zuboff’s [69] “automate/informate” framework explains how transactional and analytical IT differently affects firm performance. The framework distinguishes between IT that is meant to automate operations by increasing the continuity and control of work processes from IT that is meant to inform decision-makers by creating information that improves the comprehensibility of an organization’s work processes. While Zuboff compared the first type of systems with Ford’s automated assembly line, which was meant to replace human labor with machines, she argued that the second type of systems can “create a different and potentially more penetrating, comprehensive, and insightful grasp of the business [that,] in turn, can serve as the catalyst for significant improvement and innovation in the production and delivery of goods and services, thus strengthening the competitive position of the firm” [69, p. 9]. According to this view, transactional systems (e.g., ERP) mainly aim at improving the efficiency of existing
business processes, while analytical systems (e.g., BDA) enable managers to explore new process, product, and service innovations.

Since the inception of the first DSS in the 1960s, analytical information systems have undergone a number of evolutionary waves, from batch processing of structured numerical data stemming from company-internal sources and using technologies like relational databases, Structured Query Language (SQL), and report generators to real-time processing of unstructured data originating from social media or sensor networks and using technologies like distributed NoSQL databases, in-memory computing, machine learning, and interactive visualization tools [1, 15]. But not only the data types and technologies have changed, but also the information value chain, that is, how these technologies are leveraged by managers to extract knowledge from data and support decision making [1]. While the Business Intelligence (BI) applications from the 1990s focused on providing management with a consistent set of metrics to measure past and current business performance, today’s BDA applications enable analytics-savvy managers and data scientists to explore, discover, and predict [18, 1]. Hence, similar to the way communication and collaboration technologies have transformed early DSS, the latest developments around big data and analytics “give rise to a new class of big data IT artifacts” [1, p.viii].

There is first quantitative evidence suggesting that BDA leads to measurable improvements in firm performance. The existing quantitative studies can be roughly divided into market research surveys and academic studies applying econometric methods.

Most studies in the first category have been published in the business press or stem from industry-sponsored research. For example, Davenport and Harris [18] showed a
positive correlation between intensity of analytics use and a firm’s annual growth rates, based on a survey of 32 companies. Likewise, a survey among nearly 3,000 executives conducted by IBM [36] found that top-performing organizations use analytics five times as much as lower performers do. Similar results have been reported by major consulting companies like Accenture [2] and Bain & Company [65].

Econometric studies go beyond simple correlational analysis and use research designs that try to control for confounding effects and ensure a causal interpretation of the associations between input and output variables. These methods have been used for many years to investigate the business value of transactional IT systems, such as ERP, CRM, and SCM systems [48, 32, 28, 4, 19].

The first econometric studies investigating the impact of analytical systems on firm performance predate the BDA era and focused on DSS [35] and BI [22]. Although they found a positive impact of these solutions on organizational performance, they at the same time highlighted the importance of considering contextual moderators, such as industry sectors, in the analysis [22].

Another prominent econometric study in the field comes from Brynjolfsson et al. [12], who investigated the relationship between decision-making based on data and business analytics—that is, data-driven decision making (DDD)—and firm performance. The authors surveyed 179 large firms concerning their business practices, such as the use of data for business decision-making or for creating new products and services, and combined this data with financial data from the Compustat database. Using several econometric models of firm productivity, profitability, and market value, they showed that “firms that adopt DDD have output and productivity that is 5-6% higher than what
would be expected given their other investments and information technology usage” (p. 1).

Finally, the econometric study conducted by Tambe [62] investigated the relationship between the distribution of big data skills and firm performance. In particular, Tambe used the LinkedIn skills database to measure firms’ investments in big data skills (especially Hadoop) and test whether these investments were associated with higher firm productivity. The results indicated that “firms’ Hadoop investments were associated with 3% faster productivity growth, but only for firms a) with significant existing data assets and b) in labor networks characterized by significant aggregate Hadoop investment” (p. 1).

In sum, there are well-grounded conceptual arguments and a small but emerging body of empirical evidence for the business value of BDA. Yet, existing empirical studies either predate the big data era (i.e., they focus on the business value DSS or BI) or rely on self-reported surveys or proxy variables (e.g., BDA skills reported on social networks) to quantify the business value of BDA. To the best of our knowledge, our study is the first econometric study that uses primary data to operationalize BDA through actual live BDA assets, which allows us to obtain more objective estimations of BDA business value. The next section addresses the methodological challenges of quantifying this business value.

2.2. Measuring the Impact of IT on Firm Performance

The impact of IT and IT investments (input or independent variable) on firm performance (output or dependent variable) has been widely studied using a variety of methodological approaches. Sabherwal and Jeyaraj’s [51] meta-analysis identified 303 empirical studies published from 1990 to 2013, and Schryen [55] identified 327 research
papers related to the business value of IT. However, only a handful of these studies investigated the impact of BDA systems or its predecessors (i.e., BI, DSS) [20, 22, 35]. In the following section, we will hence focus on the wider range of studies on IT business value in order to identify an approach most suitable for our objectives and research design.

On the input side, early studies operationalized the independent variable of a firm’s IT investments with highly aggregated measures, such as IT expenditures (for hardware, software, personnel, etc.), technical IT assets (e.g., number of PCs and servers), or human IT assets (e.g., number of IT employees). Only recently did studies start to look at more disaggregated measures and at specific IT assets [55]. ERP systems have been the most frequently studied specific IT asset, and Mangin et al.’s [43] literature review covering 54 articles published from 1999 to 2014 found that most studies reported a positive post-implementation impact of ERP systems on firm performance, especially among large companies over a long period of time. In addition to the stream of research that has focused on ERP systems, positive performance impacts have been found for CRM systems [27, 4], SCM systems [19, 4], and knowledge management (KM) systems [23].

On the output side, the most commonly used measure for firm performance has been multi-factor productivity [55, 51]. Typically, researchers have related a measure of firm output (e.g., sales or value-added) to a firm’s input factors, such as capital, labor, and materials. The most commonly used functional form for this relationship in the literature has been the Cobb-Douglas production function, which, in addition to the classical production factors capital, labor, and materials, can include other input factors, such as IT assets, and whose resulting coefficients can be interpreted as the marginal effects of
these input factors on firm productivity. While early studies that used this approach to estimate the effect of IT on firm productivity did not yield positive effects (which led to the creation of the term "IT productivity paradox"), more recent literature has reported primarily positive productivity effects of IT [10, 11, 41, 55, 57].

3. Hypotheses

Sharma et al. [56] conceptualized the process and conditions under which big data and analytics (BDA) can create business value. The authors proposed that BDA’s first-order effects are on decision-making processes and that better decision-making can, in turn, lead to improvements in organizational performance, which is in line with the literature on decision support systems’ effect on organizational processes (e.g., [35, 56, 46]).

Mithas et al. [46] offered a complementary conceptualization of the path between a firm’s information management capability and organizational performance, proposing that information management capabilities support the development of three important organizational capabilities that can lead to superior organizational performance: customer management, process management, and performance management.

In their study of the effect of data-driven decision-making (DDD) on firm performance, Brynjolfsson et al. [12], drawing on information theory and the information-processing view of the firm, offered additional theoretical views on the topic. According to information theory, information that is more fine-grained, less noisy, better distributed, and available in greater volumes should see more use by managers in decision-making processes, which should improve decision quality [8]. Their second argument stems from the information-processing view of the firm, which posits that the greater a task’s uncertainty, the more information has to be processed between decision-makers in
order to achieve a given level of performance [24]. One strategy to address this tradeoff is to increase the organization’s information-processing capacity by investing in vertical information systems that allow managers to plan and re-plan business operations frequently by efficiently transmitting information from the point of origin to the point of decision [24].

Taken together, the above outlined theoretical arguments suggest that technologies that improve the collection of data and its efficient distribution in an organization, such as BDA, should increase the use of this data in decision-making processes, which, in turn, should improve decision quality and ultimately drive organizational productivity [12]. This leads us to our first hypothesis:

\[H1: \text{BDA assets have a positive impact on firm productivity.}\]

Industry-level factors are important context variables that moderate the impact of IT on firm productivity, and among them is an industry’s IT intensity—sometimes called information or data intensity—which has been found to play an essential role [53, 31]. This argument can be theoretically grounded in the literature on complementary assets [63]. Teece [63] argued that in order to profit from a technological innovation in almost all cases a firm needs to use the innovation in combination with other existing capabilities or assets. For example, a BDA solution for building predictive models or visualizing large datasets requires other IT assets, like transactional ERP or CRM systems, that can act as data sources. These complementary IT assets are generic in the sense that they do not need to be tailored to the BDA solution, and vice versa (assuming that standard interfaces exist to exchange data between the systems). Another example of complementary assets are data scientists that possess the
knowledge and skills to use BDA tools to extract patterns and trends from large amounts of data. These human assets are more specialized, because they require training and experience for effectively using the methods and tools in question and developing technological and informational task complementarities in order to apply them productively [40]. Especially this need for investments in human resources seems to be crucial in the field of BDA. The importance of skilled data scientists has, for example, been highlighted in a recent study by McKinsey Global Institute [44], who found a 50-60 percent talent gap between the demand for deep analytical talent and its supply by 2018. Similarly, a study by PricewaterhouseCoopers in cooperation with the Business-Higher Education Forum and Gallup [49] found that 69 percent of employers say that by 2021 they will prefer job candidates with data science and analytics over ones without, but that only 23 percent of educators say that their graduates will have these skills.

Various empirical studies have found that the availability of complementary technological and human IT assets within a firm or its network (e.g., industry or geographic region) is an important moderator of the business value of IT [9] and, more specifically, BDA. For example, Stiroh [59, 60] showed that companies that are IT producers (e.g., electronic equipment, industrial machinery and equipment) or heavy IT users (e.g., wholesale, transportation and utilities, services) enjoyed much larger IT-related productivity gains over the last few decades than other industries (e.g., agriculture, mining, construction) did. Similarly, Lee and Kim’s [38] review of the IT investment literature found that studies with observations from high information-intensive industries (e.g., financial services, insurance, retail, healthcare) report a more positive impact of IT investments on firm performance than do those from low information-intensive industries (e.g., construction, some manufacturing industries). In a
similar line, but specifically focusing on BDA, a recent study by the Centre for Economics and Business Research (CEBR) [14] identified an industry’s data and IT intensity as important moderating factors for the adoption of big data analytics and its potential for increasing firm productivity. Finally, Tambe [62] found in his study on the influence of investments in big data skills on firm productivity that only companies in data-driven industries could extract business value from big data investments and that there was a positive interaction effect between a firm’s investment in big data skills and the pool of big data skills available in the industry the firm is operating in.

Taken together, the above outlined theoretical arguments and empirical evidence suggest that companies in industries with low availability of complementary IT assets (i.e., low IT-intensity) may experience difficulties in extracting business value from BDA assets. Therefore, we formulate our second hypothesis as follows:

\[ H2: \text{The effect of BDA assets on firm productivity is higher in IT-intensive industries than it is in other industries.} \]

A second important industry-level context factor that moderates the impact of IT on firm performance is the intensity of the competition [55]. Melville et al. [45] drew on two theoretical foundations to explain the role of competitive pressure in extracting business value from IT.

First, he states that under competitive pressure firms become more innovative, for example, by utilizing existing IT assets (e.g., BDA) for enabling new business processes (e.g., data-driven decision making), which, in turn, increases their productivity. The first part of this argument is supported by the findings of Basole’s et al. [7] review of 472 articles published between 1977 and 2008 on the adoption of IT innovations by
enterprises, in which they found that for more than thirty years competitive pressure has been among the top three external characteristics that trigger IT innovations. In the context of BDA, the argument is further supported by Malladi and Krishnan's [42, p. 9] empirical results, which showed that “higher industry competitive intensity is positively associated with the extent of business intelligence and analytics usage in organizational business activities.” The second part of the argument, follows the same logic and is backed up by the same evidence as Hypothesis 1.

Second, Melville draws on the X-efficiency hypothesis, which states that in the absence of competitive pressure firms tend to build up slack and other inefficiencies while still being able to stay in business [45]. This leads to decreased efficiency of individual production input factors, such as capital, labor, and IT. Several empirical studies have provided evidence for this argument (e.g., [37, 52, 39]). For example, Melville et al. [45] found that the marginal product of IT is significantly lower in highly competitive industries and proposed that “[t]hough less competitive industries utilize IT for similar purposes […] the absence of competitive pressure leads to less efficient use of IT” [45, p. 233].

Taken together, the above arguments suggest that strong competition (a) increases the usage of BDA, which according to Hypothesis 1 drives firm productivity, and (b) leads to more efficient use of BDA. Therefore, we define our third hypothesis as follows:

\[ H3: \text{The effect of BDA assets on firm productivity is higher in highly competitive industries than it is in other industries.} \]
4. Methods

4.1. Data

In cooperation with one of the world’s largest enterprise software vendors, we collected a unique longitudinal dataset about its customers’ BDA assets. These assets included a broad range of products that can broadly be organized into three categories: (1) foundational database technologies, (2) data mining and machine learning solutions, and (3) data visualization and presentation tools. The first product category comprised, for example, databases and data warehouses running on high-performance in-memory computing appliances, both on-premise and in the cloud, as well as tools for modeling and management of data. In contrast to traditional data warehouse optimized for processing structured numerical data in batch mode, these technologies are also designed to handle unstructured (e.g., from social media) and streaming (e.g., from sensor networks) data. The second product category comprised, for example, advanced analytics solutions including supervised and unsupervised machine learning algorithms for predictive analytics, anomaly detection, text mining, or social network analysis. The third product category comprised mainly solutions for visual intelligence (e.g., dashboards) and mobile or self-service interfaces for users.

We merged this data with financial data from the Compustat Global-Fundamentals Annual database for companies that are publicly traded on U.S. stock markets. After joining and cleaning the datasets, we were left with a balanced panel dataset containing data on BDA assets as well as financial performance of 814 firms from 2008 to 2014—overall 5,698 firm-year observations. The dataset contains information about companies who have adopted BDA during the timeframe of our study (i.e., 2008-2014), who had already adopted it before 2008, and who—as of 2014—have not adopted BDA at all.
This dataset opens unique opportunities to study the effect of BDA assets on firm performance, as it contains a large sample of companies and is based entirely on primary objective data comprising both cross-sectional and longitudinal observations.

Table 1 shows the definitions of our main variables of interest. The binary IT assets variables have the value ‘0’ in the years preceding a system go-live and the value ‘1’ in the year of go-live and all following years. Besides collecting data about BDA systems, we also collected data about firms’ ERP, CRM, and SCM systems in order to control for firms’ transactional IT assets. To test Hypothesis 2, we adopted a classification of industry sectors’ IT-intensity from Stiroh [59, 60], which is based on the share of IT capital stock in a firm’s total reproducible capital stock. Like Stiroh [59, 60], we considered industries with an above-median IT capital stock share as IT-intensive industries (i.e., wholesale trade, transportation, and public utilities, including telecommunications, services, finance insurance and real estate, and durable manufacturing). To test Hypothesis 3, we classified industries according to their competitiveness using the Herfindahl–Hirschman Index (HHI), which measures the size of firms in relation to the industry they operate in and therefore indicates the level of competition among them [50]. Following Cetorelli and Strahan [16] and Zwanziger et al. [70], we classify industries with an HHI in the lower twenty-fifth percentile of all industries as highly competitive. (A low HHI indicates a low level of concentration and a high level of competition.)
Table 1: Definition of Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm</td>
<td>Unique ID of firm</td>
</tr>
<tr>
<td>Year</td>
<td>Year of observation</td>
</tr>
<tr>
<td>Industry</td>
<td>Industry code at the 2-digit Standard Industry Classification (SIC) level</td>
</tr>
<tr>
<td>BDA</td>
<td>Binary indicator variable: 1 indicates that the firm has BDA assets; otherwise 0</td>
</tr>
<tr>
<td>ERP</td>
<td>Binary indicator variable: 1 indicates that the firm has ERP assets; otherwise 0</td>
</tr>
<tr>
<td>CRM</td>
<td>Binary indicator variable: 1 indicates that the firm has CRM assets; otherwise 0</td>
</tr>
<tr>
<td>SCM</td>
<td>Binary indicator variable: 1 indicates that the firm has SCM assets; otherwise 0</td>
</tr>
<tr>
<td>IT-intensity</td>
<td>Binary indicator variable: 1 indicates that the firm is in an IT-intensive industry; otherwise 0</td>
</tr>
<tr>
<td>Competitiveness</td>
<td>Binary indicator variable: 1 indicates that the firm is in a competitive industry, otherwise 0</td>
</tr>
</tbody>
</table>

Table 2 shows the development of the BDA diffusion rate in our dataset over time and split up by industry groups. In 2008, about 61 percent of firms in our panel had already had live BDA assets and this share increased to 79 percent over the seven years of observation. When comparing the diffusion rate between IT-intensive and not IT-intensive and competitive and not competitive industries, only marginal differences can be found.
Table 2: Firms’ BDA Diffusion Rate over Time and by Industry Groups

<table>
<thead>
<tr>
<th>BDA diffusion rate</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>0.61</td>
<td>0.68</td>
<td>0.70</td>
<td>0.73</td>
<td>0.75</td>
<td>0.77</td>
<td>0.79</td>
</tr>
<tr>
<td>IT-intensive industries</td>
<td>0.62</td>
<td>0.68</td>
<td>0.72</td>
<td>0.74</td>
<td>0.76</td>
<td>0.77</td>
<td>0.79</td>
</tr>
<tr>
<td>Competitive industries</td>
<td>0.63</td>
<td>0.69</td>
<td>0.72</td>
<td>0.74</td>
<td>0.76</td>
<td>0.78</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Table 3 shows the distribution of firms by industry groups (see Figure 1 in the Appendix for a distribution by industries). The statistics show that our panel is mainly comprised of firms in IT-intensive and competitive industries, predominantly from manufacturing, which is probably due to our data collection strategy which was focused on the customers of one of the world’s largest enterprise software vendors.

Table 3: Totals and Percentages of Firms in Industry Groups

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT-intensive industries</td>
<td>564 (69.3%)</td>
<td>250 (30.7%)</td>
</tr>
<tr>
<td>Competitive industries</td>
<td>579 (71.1%)</td>
<td>235 (28.9%)</td>
</tr>
</tbody>
</table>

Table 4 provides an overview of the input and output variables required to estimate productivity functions, and Table 5 shows their correlation coefficients. All data was extracted from the Compustat Global-Fundamentals Annual database and was then adjusted to 2010 values using domestic producer price indices obtained from the OECD (Organisation for Economic Co-operation and Development).

---

3 The current OECD data uses 2010 as the default reference year.
Table 4: Descriptive Statistics for Input and Output Factors

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales (in Millions of US Dollars)</td>
<td>15,083.06</td>
<td>3,088.80</td>
<td>39,216.03</td>
<td>0</td>
<td>528,972.00</td>
</tr>
<tr>
<td>Labor (in Thousands of Employees)</td>
<td>34.53</td>
<td>8.40</td>
<td>96.95</td>
<td>0</td>
<td>2,201.00</td>
</tr>
<tr>
<td>Capital (in Millions of US Dollars)</td>
<td>6,273.18</td>
<td>686.51</td>
<td>18,775.34</td>
<td>0</td>
<td>276,419.80</td>
</tr>
<tr>
<td>Materials (in Millions of US Dollars)</td>
<td>9,937.51</td>
<td>1,735.34</td>
<td>30,650.40</td>
<td>0</td>
<td>478,069.90</td>
</tr>
</tbody>
</table>

Table 5: Correlations among Input and Output Factors

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.66</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital</td>
<td>0.76</td>
<td>0.40</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Materials</td>
<td>0.98</td>
<td>0.60</td>
<td>0.72</td>
<td>1.00</td>
</tr>
</tbody>
</table>

4.2. Model Specifications and Estimators

As discussed in Section 2.2., we apply techniques developed in the IT business value literature to quantify the effect of BDA assets on firm performance. While there are a number of approaches to measure the impact of IT on firm performance, we use the Cobb-Douglas production function framework to measure the marginal effect of BDA on firm output after accounting for various firm inputs (i.e., labor, capital, materials, IT assets) and external factors (i.e., industry, year). Formally, the following regression specification is used to test Hypothesis 1:
\log(Sales) = \beta_0 + \beta_1 \log(Labor) + \beta_2 \log(Capital) + \beta_3 \log(Materials) + \beta_4 BDA + Controls + \varepsilon

where Sales is measured as firm sales, Labor is a measure of production input in terms of human labor and measured as number of employees, Capital is a measure of production input in terms of physical capital stock, Materials is a measure of production input in terms of material expenses. BDA is a binary dummy variable indicating whether a firm has BDA assets. The Controls comprise three binary dummy variables controlling for a firm’s general level of non-analytical IT assets by indicating whether it has adopted transactional enterprise systems, namely, ERP, CRM, and SCM systems, and indicator variables for Industry and Year in order to account for structural differences between industries and industry-wide economic shocks.

To test Hypotheses 2 and 3, we augment the production function with binary dummy variables indicating whether a firm is in an IT-intensive (ITI) and/or competitive (COMP) industry as well as with interaction terms between BDA and ITI and/or COMP:

\log(Sales) = \beta_0 + \beta_1 \log(Labor) + \beta_2 \log(Capital) + \beta_3 \log(Materials) + \beta_4 BDA + \beta_5 ITI + \beta_6 COMP + \beta_7 BDA \times ITI + \beta_8 BDA \times COMP + Controls + \varepsilon

We use three regression methods to estimate the coefficients of the above models. First, we use Ordinary Least Squares (OLS) regression with cluster-robust standard errors to account for the repeated observations of the same firms over time and for potential heteroscedasticity. Second, we use a Fixed Effects (FE) estimator with cluster-robust standard errors to control for any time-invariant factors related to individual firms that may bias the results (addressing omitted variable bias for those factors). Finally, we use a fixed-effects Two-Stage Least Squares (2SLS) regression with cluster-robust...
standard errors, Instrumental Variables (IV), and Fixed Effects (FE) to avoid potential endogeneity issues. A well-known source of endogeneity in econometric studies on IT business value is reverse causality, a situation in which the output determines one or more of the inputs, rather than vice versa. For example, firms with high productivity can build up slack resources that they may decide to invest in acquiring new, innovative technologies, such as BDA. Another potential source of endogeneity is simultaneity bias, that is, bias that arises because two or more variables are simultaneously determined by the same omitted factors [4]. For example, if unobserved positive external shocks to a firm’s output (e.g., because of an exceptionally high demand for its products or hiring of a new highly-skilled management) occur during an observation period, they may simultaneously increase productivity of the firm and its investments into BDA assets. In such situations, firm’s BDA assets would be positively correlated with productivity, but BDA assets would not be the cause of productivity gains. To address these problems, we treat the BDA variable as well as the control variables for ERP, CRM, and SCM as endogenous and use the average diffusion rates for these systems in a company’s industry for a given year as instrumental variables to correct for potential biases.

5. Results

The primary results regarding the estimates of the impact of BDA – as well as capital, labor and materials – on firm output are shown in Table 6. As the Cobb-Douglas production function measures the relationship between a firm’s inputs and its output, and due to the log-transformation of the output variable, the coefficient of the BDA

---

4 All calculations were performed in Stata and R (PLM package) and yielded consistent results.
5 The estimated coefficients for capital, labor, and materials are comparable in magnitude to the values reported in the related literature (e.g., [29, 30, 61])
dummy variable can be interpreted as the percent productivity change associated with owning BDA assets [4, 30].

To test Hypothesis 1, we estimate the general effect of BDA assets using three different estimators. In Column 1 we examine the impact of BDA assets using a pooled Ordinary Least Square (OLS) regression with cluster-robust standard errors. The results show a positive and significant relationship between BDA and firm productivity, suggesting that live BDA assets are associated with a 4.1% increase in firm productivity. Column 2 shows the results of estimating the same model using a Fixed Effects (FE) estimator, which controls for additional time invariant firm-level factors. The coefficient of the BDA variable remains significant and positive and is of the same magnitude (3.8%) as in the model before. Finally, Column 3 shows the results of using a Two-Stage Least Squares regression with Instrumental Variables and Fixed Effects (2SLS/IV with FE). In this model, we treat the BDA variable as well as the control variables for a firm’s non-analytical IT assets (i.e., ERP, CRM, SCM) as endogenous and use the average percentage of adopters of BDA, ERP, CRM, and SCM in a firm’s industry as instruments to control for potential biases arising from reverse causality or omitted variables. The magnitude of the coefficient estimate of the BDA variable falls considerably and becomes insignificant, indicating that the OLS and FE results should be interpreted with caution and that direction of the causality between BDA and firm productivity in these models remains unclear. Hence, our empirical evidence does not fully support H1.

---

6 For all 2SLS/IV with FE models, we performed Hausman tests showing that the BDA, ERP, CRM, and SCM variables actually suffered from endogeneity and Weak Instruments tests ensuring that the instrumental variables are sufficiently strong correlated with the BDA, ERP, CRM, and SCM variables to act as valid instruments.
Column 4 shows the results of estimating a 2SLS/IV with FE model to test Hypothesis 2. (In the following, we will only report the results of the 2SLS/IV with FE estimations, as they are able to address potential endogeneity issues.) The main effect of BDA assets on firm productivity becomes insignificant, but we see a significant positive relationship between BDA assets and productivity for firms operating in IT-intensive industries. The results suggest a 6.7% higher productivity for firms with live BDA assets in IT-intensive industries, which compared to the models in Columns 1 and 2, is a substantial increase in magnitude. As the 2SLS/IV estimator is able to control for endogeneity, we can be more confident in interpreting these associations as causal relationships between BDA assets and firm performance, hence providing empirical support for H2. Companies in IT-intensive industries seem to profit substantially from live BDA assets, while companies that are not in IT-intensive industries seem not to be able to extract measurable productivity increases from BDA assets.

In Column 5 we examine the impact of BDA on firm productivity for companies in highly competitive industries (Hypothesis 3). Again, the coefficient estimate for the main effect of BDA assets is insignificant and the coefficient of the interaction term is significant and positive. Comparing the productivity effect of BDA for companies in highly competitive industries with the effect for companies in IT-intensive industries shows that it is slightly lower in magnitude (5.7%), but still substantially larger than the estimates obtained when averaging over all industries (H1). Again, these results indicate that live BDA assets are associated with higher productivity for firms in highly competitive industries, while for firms in non-competitive industries no measurable impacts can be observed. Hence, the results support H3.
It is difficult to disentangle moderating effects of industry IT-intensity (H2) and competitiveness (H3) on BDA business value, as many important industries in our sample are both IT-intensive and highly competitive (e.g., manufacturing industries). Column 6 shows the results of simultaneously considering the effect of both context variables. The coefficient estimates for both interaction terms shrink in magnitude and are only statistically significant at the 11% (for IT-intensity) and 24% (for competitiveness) level. When considering these results in combination with the results in Columns 4 and 5, it is likely that the lower coefficient estimates can be explained by the reduced statistical power of the analysis when increasing complexity of the regression model.
Table 6: Productivity Estimates

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>FE</th>
<th>2SLS/IV with FE</th>
<th>2SLS/IV with FE</th>
<th>2SLS/IV with FE</th>
<th>2SLS/IV with FE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>log(Capital)</td>
<td>0.090***</td>
<td>0.127***</td>
<td>0.127***</td>
<td>0.128***</td>
<td>0.128***</td>
<td>0.129***</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>log(Labor)</td>
<td>0.296***</td>
<td>0.472***</td>
<td>0.472***</td>
<td>0.471***</td>
<td>0.471***</td>
<td>0.470***</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.043)</td>
<td>(0.043)</td>
<td>(0.043)</td>
<td>(0.043)</td>
<td>(0.043)</td>
</tr>
<tr>
<td>log(Materials)</td>
<td>0.667***</td>
<td>0.442***</td>
<td>0.442***</td>
<td>0.443***</td>
<td>0.442***</td>
<td>0.443***</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.035)</td>
<td>(0.035)</td>
<td>(0.035)</td>
<td>(0.035)</td>
<td>(0.035)</td>
</tr>
<tr>
<td>BDA</td>
<td>0.041**</td>
<td>0.038*</td>
<td>0.016</td>
<td>-0.031</td>
<td>-0.023</td>
<td>-0.047</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.021)</td>
<td>(0.022)</td>
<td>(0.032)</td>
<td>(0.031)</td>
<td>(0.037)</td>
</tr>
<tr>
<td>BDA x ITI</td>
<td></td>
<td></td>
<td></td>
<td>0.067*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.034)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDA x COMP</td>
<td></td>
<td></td>
<td></td>
<td>0.057*</td>
<td>0.039</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.035)</td>
<td>(0.033)</td>
<td></td>
</tr>
<tr>
<td>Industry dummies?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year dummies?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>IT Asset dummies?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>5,698</td>
<td>5,698</td>
<td>5,698</td>
<td>5,698</td>
<td>5,698</td>
<td>5,698</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.977</td>
<td>0.791</td>
<td>0.790</td>
<td>0.790</td>
<td>0.790</td>
<td>0.790</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.977</td>
<td>0.755</td>
<td>0.755</td>
<td>0.754</td>
<td>0.754</td>
<td>0.754</td>
</tr>
</tbody>
</table>

Notes: Robust standard errors are clustered on firms as shown in parentheses. IT Asset dummies include ERP, CRM, and SCM. All 2SLS/IV estimations use average percentage of BDA, ERP, CRM, and SCM adopters in a firm’s industry for a given year as instrumental variables.

*p<0.1; **p<0.05; ***p<0.01
6. Discussion

This paper is one of the first to quantify the impact of technical BDA assets on productivity for a large and diverse sample of firms. Although prior studies (e.g., [12, 62]) have provided first empirical evidence for the positive impact of BDA on firm performance, to the best of our knowledge our study is the first that completely relies on objective measurements of BDA assets, rather than on self-reported perceptual measures or proxies. In addition, our study is the first to provide detailed insights into industry-specific differences in the business value of BDA. Hence, the main contribution of our work is that it adds large-scale, reliable, and differentiated empirical evidence to the emerging body of knowledge on the business value of BDA.

Our OLS and FE results for Hypothesis 1 indicate that when averaging over all industries live BDA assets are associated with a 4 percent increase in firm productivity. This estimate is in the range of effects that other econometric studies on the business value of DDD [12] or investments in big data skills [62] have found, which lends credibility to both our findings and theirs. However, the insignificant results obtained from the 2SLS/IV with FE regression suggest that we have to be careful when interpreting these relationships as a causal effect and that our estimates may be biased due to reverse causality or omitted variables. Hence, building on our findings, future research should continue to examine the causality between BDA and firm performance. A promising approach might be to combine measures of BDA assets with data about data-driven decision-making practices to model the information value chain at a more fine-grained level, starting from the collection and extraction of knowledge from big data via BDA assets over the actual use of this knowledge in decision making to enhanced firm performance. In addition, it might also be helpful to consider other firm performance
measures than productivity. As Hitt et al. [30] noted, production functions are a “short run measurement framework” (p. 80) and some firms or industries might not realize short-term benefits from BDA, but rather mid- to long-term benefits. Or the benefits may have a more intangible nature (e.g., more operational flexibility, deeper knowledge about customers) and require unique measurement approaches in order to be detected. Hence, another direction for future research is to triangulate and extend our findings using different measurement instruments.

When testing Hypothesis 2 and 3, we found major differences in returns from BDA between industries: While live BDA assets in firms in IT-intensive industries increase productivity by 6.7 percent, we found no measurable productivity impacts of BDA assets for firms outside of this group, supporting H2. Similarly, we found BDA-associated productivity gains of 5.7 percent for firms in highly competitive industries and no measurable productivity impact for firms that do not belong to those industries, supporting H3. Both estimates were obtained by using 2SLS/IV with FE models which control for reverse causality and omitted variables. Hence, when focusing at these industry sub-groups, we can be more confident in interpreting the observed correlations as cause-and-effect relationships. Our findings related to IT-intensity support the results obtained by Tambe [62], who found that only firms with substantial data assets and access to labor markets with big data skills are able to profit from big data investments. These results can probably be explained by the fact that BDA solutions require complementary IT assets and capabilities, such as transactional enterprise systems or data scientists, that can provide the necessary data and skills to extract knowledge out of this data. When it comes to industry competitiveness, our study is the first study investigating its moderating effect on the process of extracting business value from big data. It seems that BDA enables companies in highly concentrated markets to eliminate
slack, for example by automating routine decision-making tasks, and to design products and services that offer superior value to the customer and are distinct from the competition, for example, by making them smarter through data and algorithms [67].

Overall, our analysis of industry-specific differences in the value of BDA should motivate future research to empirically investigate further industry-level moderators, such as, the nature of the value proposition (e.g., product vs service, tangible vs intangible, physical vs digital), the type of markets (e.g., B2B vs B2C), or different distribution channels (e.g., online vs bricks-and-mortar).

Our findings also have important managerial implications. Overall, they suggest that BDA is a productive investment and that the returns that can be yielded are more lucrative than for many other types of IT assets [59, 60]. However, before deciding to invest in BDA assets, managers should consider the specifics of the industry in which they operate, as our findings suggest that only companies in IT-intensive and/or highly competitive industries experience measurable productivity improvements that can be associated with BDA. By quantifying magnitude of these improvements, our study can inform decision makers in preparing business cases calculating the costs and benefits of BDA assets before making investment decisions.

7. Limitations

As is the case with any econometric study, our research design has certain limitations. Methodologically, our findings can potentially be undermined by a multitude of interrelated factors that influence firm productivity, not all of which we were able to consider in our model specifications. Although we used instrumental variables regression to address potential endogeneity problems, one has to be careful with interpreting the relationship between BDA assets and productivity as a causal
relationship, as it is difficult to control for temporal precedence and alternative explanations in an observational study. In addition, there are a number of limitations that are related to our dataset. First, our dataset includes only companies that are publicly traded on U.S. stock exchanges. Although our sampling choice was justified by the availability of financial performance data, it restricts the generalizability of our findings to medium and large enterprises that act in global markets. Second, we investigated only companies that adopted BDA solutions from one particular vendor. Although this vendor is among the global leaders in enterprise systems, care should be taken in transferring our findings to BDA solutions that come from other vendors or are based on other technical architectures (e.g. open-source solutions for distributed big data processing, such as Hadoop). Third, our models do not include lagged variables to test for time lags in the effect of BDA assets on firm productivity. Introducing time lags leads to a decrease of the number of observations in a panel dataset, which, in our case, led to a substantial reduction of the statistical power of our regression models. Testing for time lags with larger datasets could therefore be another direction for further research. Finally, our study focused on technical BDA assets, that is, ownership of hardware and software licenses, and did not explicitly measure other types of BDA assets, such as, BDA-related human resources or management capabilities [55]. Although the effects of the latter types of assets on firm performance have been investigated in other studies [12, 62], future research should aim to simultaneously quantify the business value of technical, human, and managerial BDA assets.

8. Outlook

The market for BDA solutions is one of the fastest-growing IT markets, and while companies across industries are making substantial investments in BDA, the body of
empirical evidence for the positive impact of BDA on organizational performance is still only emerging. Against this background, our study makes a substantial contribution to the body of knowledge on IT business value and business analytics by adding large-scale, reliable, empirical evidence for the positive effect of BDA assets on firm productivity while also highlighting industry-level variables that can constrain firms’ ability to profit from BDA. The fact that not all companies in our sample showed immediate measurable productivity effects of BDA also provides motivation for further research on the business value of BDA. Besides studying other industry-level conditions, researchers should study the business value of various types of BDA assets, such as infrastructural, transactional, informational, and strategic BDA assets [66]. In addition, some organizational functions may benefit more from BDA than others. For example, research has suggested that most companies implement BDA to support customer-facing business processes [53, 6, 3].
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