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Abstract

Quantification of information leakage is a successful approach for evaluating the security of a system. It models the system to be analyzed as a channel with the secret as the input and an output as observable by the attacker as the output, and applies information theory to quantify the amount of information transmitted through such channel, thus effectively quantifying how many bits of the secret can be inferred by the attacker by analyzing the system’s output.

Channels are usually encoded as matrices of conditional probabilities, known as channel matrices. Such matrices grow exponentially in the size of the secret and observables, are cumbersome to compute and store, encode both the behavior of the system and assumptions about the attacker, and assume an input-output behavior of the system. For these reasons we propose to model the system-attacker scenario with Markovian models.

We show that such models are more compact and treatable than channel matrices. Also, they clearly separate the behavior of the system from the assumptions about the attacker, and can represent even non-terminating behavior in a finite model.

We provide techniques and algorithms to model and analyze both deterministic and randomized processes with Markovian models and to compute their information leakage for a very general model of attacker. We present the QUAIL tool that automates such analysis and is able to compute the information leakage of an imperative WHILE language. Finally, we show how to use QUAIL to analyze some interesting cases of secret-dependent protocols.
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Chapter 1

Introduction

“What man art thou that, thus bescreened in night,
So stumblest on my counsel?”

What kind of man are you, that hides in the darkness,
and listens to my private thoughts?

William Shakespeare, Romeo and Juliet

Data security is one of the main concerns of computer science. Cases of vulnerabilities in
protocols being exploited by individuals and governments to access private information
of individuals have been multiplying in the last years, even leading to international
scandals and friction between allied countries. It is clearly the responsibility of computer
scientists and software developers to provide systems that protect the privacy of user
data as strongly as mathematically possible.

One limitation to the privacy of data is that many services need private data to
function properly. For instance, a delivery company needs to know a person’s address
and when the person is at home to deliver the person a parcel, but the same information
would be very dangerous in the hands of a band of robbers. The highest standard we
can require is that a service provider knows only the information that it strictly needs
to complete a task. To bring an example closer to computer science, an authentication
system must be able to verify if a string entered by the user corresponds to a stored
password, but it does not necessarily have to know the password itself.

Guaranteeing that a system does not possess, use or reveal more secret data than it
needs to, requires formal approaches and models of the secret-system-attacker scenarios.
Some of these approaches are based on some logical property that must not be violated
to guarantee security. Since the property can either be guaranteed or violated, these are
known as qualitative approaches. Consider an encrypted transmission from a sender to
a receiver via a messenger. The property we can formalize is that the messenger is not
able to read the message, or more properly that the information that he has about the
message before and after it passes through his hands is the same.

Alas, this kind of approach is very hard to apply in most real cases, since some very
small amount of information will always be learned by the messenger; for instance if
the message is short he knows that it cannot transmit a large amount of information, or
if the encryption is a word-substitution scheme then he can infer the length of the single words in the message. Qualitative approaches tend to either guarantee security only for a very weak attacker model, or reject as unsafe any protocol that leaks any amount of information, no matter how small. To go back to the authentication example, an attacker that tries a random password (e.g. "12345") and gets rejected by the system learns some positive amount of information about the actual password stored in the system (e.g. that the password is not "12345"). Finally, when a qualitative property is violated, there is no measure of how bad the violation is: the cases in which the attacker learns the whole password and the case in which he learns some very vague information about the password are indistinguishable.

These considerations gave rise to the quantitative approach to security. In a quantitative approach we do not ask if a security property is violated in a particular case, but how much it is violated. This also means that a secret is not seen as some atomic object that can be either known or unknown, but as a given number of secret bits, and we ask how many of these bits are inferred by the attacker through his observation of the system. This approach is particularly fitting for authentication and communication scenarios, where the secret is stored in a variable with a known bit length.

Coming back to the authentication example, we also expect that any measure of how much a secret is violated should be intuitively correlated with any similar measure e.g. how easier it gets for the attacker to guess the password, or how many attempts it will take him, or how much computational power he will require. In easier terms, if an attacker $A$ is more dangerous than an attacker $B$ according to one of these measures, then he must be more dangerous according to all of them.

Many measures of the effectiveness of an attacker, including Shannon leakage [38, 39, 47, 66], min-entropy leakage [84], g-leakage [6] and Bayes risk [24, 25], respect this principle. Attackers that are ordered according to one of the measures will be ordered according to all of them [61]. Furthermore, the ordering is a complete lattice, known as the Lattice of Information [57]. We will explain this concept more precisely in Chapter 3. In this thesis we will measure information leakage with Shannon leakage. Some different measures of information leakage are presented in Section 3.2.

To compute this value it is necessary to model somehow the secret-system-attacker scenario. The model should be as compact as possible and should allow for efficient computation of the leakage. The state of the art model used to represent a scenario is called a channel matrix. In a channel matrix the idea is that the system is seen as an input-output probabilistic channel with the secret as the input and the system’s observable output as the output. Each row of the matrix corresponds to a possible value of the secret, each column to a possible output, and the value in the cell corresponding to the secret value $s$ and output $o$ is the probability that $o$ is produced if the value of the secret is $s$. Then the leakage can be computed in time linear in the number of cells of the matrix.

One of the problems with channel matrices is that they necessarily have a number of rows exponential in the size of the secret and a number of columns exponential in the size of the output. For instance, for an authentication with a 64-bit secret password the matrix will have $\approx 1.8 \cdot 10^{19}$ rows. This is often an unnecessarily large representation of the system.

This representation also assumes that the the system has a finite number of possible outputs and secret values, which may not be true for non-terminating systems. Finally, the matrix models together properties of the system and of the attacker, while it would be preferable to keep them separated.

For these reasons we propose to model the secret-system-attacker model with Marko-
vian models, in particular Markov Decision Processes and Markov chains. In Chapters 4 and 5 we describe in details the modeling procedure and how to compute information leakage on the models. Since every state of a Markov chain can be equivalently modeled as a channel, this approach can also be seen as a generalization from a single channel to a Markovian sequence of channels. The advantages of this approach are described in the following statement:

**Thesis Statement** Using Markovian models instead of channel matrices for modeling system-attacker scenarios for information leakage has the following advantages:

- The Markovian model can be directly obtained from the source code of the system
- The model is more compact and consequently the computation of the leakage is faster
- The system and attacker are modeled separately, allowing for model reuse
- It is possible to model and analyze systems with non-terminating behavior

For instance, the 64-bit authentication example can be represented by the Markov chain with 3 states in Fig 1.1 instead of a channel matrix with $10^{19}$ rows.

We have implemented the complete analysis technique, from source code of a process to final result, in the QUAIL (QUantitative Analyzer for Imperative Languages) tool. QUAIL can be used to analyze different kinds of security protocols, including authentication, anonymity and voting protocols. We present the tool in Chapter 6 and some case studies in Chapter 7.

## 1.1 Thesis Contributions

The main contributions of this thesis are as follows:

**Encoding a secret-dependent program with a Markovian model** We provide a procedure to encode a process written in a simple imperative language with a Markov Decision Process. The encoding assumes no probability distribution on the values of the secret, thus being independent from the encoding of an attacker.
Encoding an attacker We show how to encode an attacker for a given secret-dependent program to account for prior knowledge of the attacker about the secret and discrimination capabilities of the attacker.

Encoding a process-attacker scenario We show how to merge a process model and an attacker model to obtain a Markov chain so that the chain represents the interaction of the process and the attacker. The amount of information that the attacker infers about the secret that the process depends on can be computed on such model.

Computing entropy of a Markov chain We provide a polynomial-time procedure to compute the entropy of a Markov chain, by reduction to computing the expected infinite-horizon reward for an appropriate reward function on transitions. Computing entropy of a Markov chain model is a necessary step to computing the leakage of the system.

Computing information leakage of a Markov chain Given a Markov chain where the states are appropriately annotated with allowed values of variables, we show how to compute the mutual information between two or more such variables. Mutual information between the observables and the secret corresponds to the information leakage of the system.

Determining whether a specification allows for unsafe implementations Given a specification encoded in an appropriate Markovian model, we provide algorithms to determine whether any implementation of the specification exists such that the implementation would reveal the whole secret that the process depends on.

Computing channel capacity of a specification We provide a different technique at a higher abstraction level to compute the maximum leakage over all implementations of a specification and any prior information of attackers.

Introducing the QUAIL analyzer We introduce the QUAIL tool for the analysis of information leakage of a simple imperative language, discuss which assumption and choices we chose to implement, and show how to analyze a number of different examples of deterministic and randomized secret-dependent protocols.

1.2 Main Contributions

1.2.1 Paper A


In this paper we introduce the computation of entropy on Markov chain as a way to compute information leakage of deterministic processes. We present Markov chains as process models and both Interval Markov Chains and Markov Decision Processes as specification models, and we discuss how to find a process maximizing leakage among all respecting a given specification. We provide algorithms to recognize when a specification permits non-terminating or arbitrarily unsafe implementations.
1.2.2 Paper B


In this paper we formalize the modeling of a system-attacker scenario with a Markov chain. We also extend the entropy computation on Markov chains to mutual information computation, allowing us to model and analyze randomized processes as well. We provide an algebraic way to find the channel capacity of a protocol by extracting a system of equations from the model and maximizing over it. We show how the technique can be extended to topological models like the Onion Routing protocol with an appropriate Markovian encoding of the observables, and we use the same technique to prove the effectiveness of time-aware attackers for the protocol.

1.2.3 Paper C


In this paper we introduce the QUAIL (QUantitative Analyzer for Imperative Languages) tool. QUAIL implements our modeling and leakage computation theories, and is able to compute the leakage for a process written in a simple Turing-complete imperative language. We explain how to use QUAIL, how it works and which assumptions it is based on. Then we analyze a number of different protocols and explain how to interpret the result.

1.3 Other Contributions

1.3.1 Paper D


This is the conference version of Paper A, presented at the 7th International Conference on Language and Automata Theory and Applications (2013).

1.3.2 Paper E


This is the extended abstract version of Paper A, presented at the 24th Nordic Workshop on Programming Theory (2012).
1.4 Structure of the Thesis

This thesis is organized as follows.

Chapter 2 defines common concepts in probability theory and information theory that are used throughout the thesis. This chapter is mostly based on the fundamental texts by Bertsekas and Tsitsiklis [11] and Cover and Thomas [36].

Chapter 3 introduces the state of the art in the quantitative approach to security via information theory. We show the different approaches to the quantification of security, including Shannon leakage, min-entropy leakage and Bayes risk, and how they give rise to the same ordering on the effectiveness of the attackers. This order is a lattice, known as the Lattice of Information.

Chapter 4 introduces our method to model processes as Markovian models so that the information leakage of the process can be computed on the model. In the chapter we model terminating processes, covering the same cases that are commonly modeled as channel matrices (see Chapter 3). The assumption is that the process starts, terminates, and upon terminating produces some output that is readable to the attacker. We also show how to raise the abstraction level and compute the maximum leakage over all implementations of a protocol. This chapter is based on Papers A and B.

Chapter 5 extends the modeling and leakage computation to non-terminating processes, i.e. processes where the secret, the observation or both do not terminate. We provide a way to quantify leakage by separating the non-terminating processes by cases according to whether the secret, the observation or both do not terminate, and show how to compute meaningful measures of leakage in each case. This chapter is unpublished research.

Chapter 6 presents the QUantitative Analyzer for Imperative Languages (QUAIL) that we wrote to implement the basic theory presented in this work. We show how to encode and analyze different kinds of protocols with QUAIL, including anonymity, and authentication protocols. For each protocol we also show how to interpret the numerical result obtained through QUAIL. This chapter is based on Paper C.

Chapter 7 presents solved cases of secret-dependent algorithms analyzed with QUAIL. It is based on paper C and on the encoding of topological anonymity protocols in QUAIL developed with Mads Tinggaard Pedersen and Andrzej Wąsowski [75].

Chapter 8 contains the conclusions of the thesis and an outline of future work on the subject of Markovian modeling for the quantification of information leakage.

Finally, the Appendix contains papers A to C.
Chapter 2

Background

"In omnibus negotiis prius quam aggregiare, adhibenda est preparatio diligens.

In all matters, before beginning, a diligent preparation should be made."

Cicero, *De Officiis*, I.21

2.1 Discrete Probability Theory

A sample space \( \Omega \) is the finite or countable set of all possible outcomes for an experiment we want to model. It is assumed that the experiment produces exactly one of the outcomes. An event is a subset \( E \subseteq \Omega \) of the sample space.

**Definition 2.1.1.** A probability distribution \( \pi \) on \( \Omega \) is a function \( \pi : \Omega \to [0,1] \) such that
\[
\sum_{x \in \Omega} \pi(x) = 1
\]

**Definition 2.1.2.** The probability of an event is \( P(E) = \sum_{x \in E} \pi(x) \).

The following properties of probability are immediate:

**Nonnegativity** For any event \( E \): \( P(E) \geq 0 \);

**Additivity** For any two events \( E, F \): \( P(E \cup F) = P(E) + P(F) - P(E \cap F) \);

**Normalization** \( P(\emptyset) = 0, P(\Omega) = 1 \).

The conditional probability of an event \( E \) given an event \( F \) is
\[
P(E|F) = \frac{P(E \cap F)}{P(F)}
\]

if \( P(F) > 0 \), and is undefined otherwise. It follows from the definition above that
\( P(E \cap F) = P(F)P(E|F) \). This can be expanded in the chain rule of probability:
\[
P(E_1 \cap E_2 \cap E_3 \cap \ldots \cap E_n) = P(E_1)P(E_2|E_1)P(E_3|E_2 \cap E_1)\ldots P(E_n|E_{n-1} \cap \ldots \cap E_1)
\]
The conditional probabilities $P(E|F)$ and $P(F|E)$ are related by Bayes’ theorem:

$$P(E|F) = \frac{P(F|E)P(E)}{P(F)}$$

Two events $E$ and $F$ are said to be independent iff $P(E \cap F) = P(E)P(F)$. Given a set of events $S = \{E_1, \ldots, E_n\}$ they are independent if $P(E_1 \cap E_2 \cap \ldots \cap E_n) = P(E_1)P(E_2)\ldots P(E_n)$ and all proper subsets of $S$ are independent.

A random variable $X$ is a real-valued function of the outcome of an experiment. It is said to be discrete if its image is finite or countable. A probability mass function (PMF) $p_X(x)$ is the probability of the event $\{X = x\}$ consisting of all outcomes for which the value of $X$ is $x$: $p_X(x) = P\{X = x\}$. Note that $\sum_{x \in X} p_X(x) = 1$. We will just write $p(x)$ when the random variable is clear from the context. We will sometimes write explicitly the PMF of a random variable $X$ as $\{x_1 \mapsto p(x_1), x_2 \mapsto p(x_2), \ldots, x_n \mapsto p(x_n)\}$.

A function of a random variable is also a random variable. The expectation or expected value $E[X]$ of a random variable $X$ with PMF $p(x)$ is

$$E[X] = \sum_{x \in X} xp(x)$$

More generally, the $n$th moment of a random variable $X$ is the expected value of $X^n$.

### 2.2 Probabilistic Processes

A discrete time-indexed probabilistic process is an infinite sequence of random variables $X_0, X_1, \ldots$ on the same sample space $S$, known as the state space. Each element $s \in S$ is said to be a state that the process can visit during its infinite life. The subscript index represents discrete time steps, so $X_i$ is the random variable modeling the process at time step $i \in \mathbb{N}$.

#### 2.2.1 Markov Chains

The PMF on each random variable $X_i$ can in general depend on the PMF of all other $X_j$. A probabilistic process is said to be a Markov chain (MC) if the PMF of the variable $X_i$ depends only on the PMF of the variable $X_{i-1}$, i.e.

$$\forall s_0, \ldots, s_i \in S. \ P(X_i = s_i|X_{i-1} = s_{i-1}, \ldots, X_0 = s_0) = P(X_i = s_i|X_{i-1} = s_{i-1})$$

A Markov chain is said to be time-invariant if the probabilities of transitioning from one state to another do not depend on the time, i.e.

$$\forall i, j \in \mathbb{N}, s, t \in S. \ P(X_i = t|X_{i-1} = s) = P(X_j = t|X_{j-1} = s)$$

We will always assume that our probabilistic processes are time-invariant. In this case we can just write $P_{s,t}$ for $P(X_i = t|X_{i-1} = s)$, since it does not depend on the time step $i$. We store the transition probabilities $P_{s,t}$ in a transition probability matrix $P$ of size $|S| \times |S|$. Similarly, we can draw a transition probability graph where the
nodes are the states of the chain and there is a directed edge labeled with $P_{s,t}$ from the node corresponding to state $s$ to the node corresponding to state $t$ iff $P_{s,t} > 0$. The probability of transitioning from a state $s$ to a state $t$ in exactly $k$ steps can be found as the entry on row $s$ column $t$ of the matrix $P$ raised to power $k$, as shown in the Chapman-Kolmogorov equation:

$$P(X_{i+k} = t | X_i = s) = P_{s,t}^k$$

Let $\pi^{(i)}$ be the PMF of the random variable $X_i$. We will assume for simplicity that $\pi^{(0)}$ assigns probability 1 to a given state $s_0$. Then applying the Chapman-Kolmogorov equation for a time-invariant MC it is possible to compute any $\pi^{(i)}$ as

$$\pi^{(i)} = \pi^{(0)} P^i$$

Thus a MC can be fully characterized by the triple $(S, s_0, P)$. A path of length $n$ in a MC is a sequence of states $s_1, ..., s_n$, and its probability is

$$P(s_1, ..., s_n) = \prod_{i=1}^{n-1} P_{s_i, s_{i+1}}$$

A state $s \in S$ of a Markov chain is said to be deterministic if there exists a state $t$ such that $P_{s,t} = 1$, stochastic otherwise. A state $t$ is reachable from a state $s$ if there exists a time $k$ such that $P_{s,t}^k > 0$. We will usually consider MCs in which all states are reachable from $s_0$. Two states $s, t \in S$ are said to communicate, written $s \leftrightarrow t$, if $s$ is reachable from $t$ and vice versa.

A subset of states $R \subseteq S$ is sometimes called a component. A component $R$ is strongly connected (SCC), or a communicating class, if for each couple of states $s, t \in R$ it holds that $s \leftrightarrow t$. A SCC $R$ is said to be closed or a closed communicating class (CCC) or an end component if no state in the component has transitions with nonzero probability to states not in the component, open otherwise:

**Definition 2.2.1.** Given a MC $C = (S, s_0, P)$, a component $R \subseteq S$ is a closed communicating class if $P(X_n \notin R | X_{n-1} \in R) = 0$.

A MC can be divided in its transient states and closed communicating classes in polynomial time by Tarjan’s algorithm.

For a state $s \in S$ we define the expected residence time $\xi_s$ of $s$ as

$$\xi_s = \sum_{n=0}^{\infty} P^n_{s_0, s}$$

A state $s$ is recurrent iff $\xi_s = \infty$, transient otherwise. States in closed SCCs of a finite MC are all recurrent, while all other states are transient.

A state $s$ is absorbing if $P_{s,s} = 1$. A Markov chain is said to be absorbing if its recurrent states are absorbing. In Section 4.2.1 we will show that absorbing chains have finite entropy.

We will enrich our Markovian models with a finite set $V$ of natural-valued variables, and for simplicity we assume that there is a very large finite bit-size $M$ such that a variable is at most $M$ bit long. We define an assignment function $A : S \rightarrow [0, 2^M - 1]^{|V|}$ assigning to each state the values of the variables in that state. We will use the expression
\( v(s) \) to denote the value of the variable \( v \in V \) in the state \( s \in S \). This allows us to focus on the stochastic process representing the value of any variable \( v \) at any moment in time, by summing together the probabilities of being in states with the same values of \( v \). We will call this process the marginal process, or just marginal, \( C_v \) on \( v \):

**Definition 2.2.2.** Let \( C = (S, s_0, P) \) be a Markov chain and \( v \in V \) a variable. Then we define the marginal process \( C_v \) of \( C \) on \( v \) as a stochastic process \((v_1, v_2, \ldots)\) where

\[
\forall n. \ P(v_k = n) = \sum_{\forall s. \ v(s) = n} \pi_s^{(k)}
\]

We will just call the marginal process \( v \) when it is clear from the context that we refer to it. Note that \( C_v \) is not necessarily a Markov chain. In the paper we will allow assignments of sets of values to variables and marginals on sets of variables; such extensions are straightforward.

Assume that the system modeled by \( C \) has a single secret variable \( h \) and a single observable variable \( o \). Then the distributions over the marginal processes \( C_h \) and \( C_o \) model the behavior of the secret and observable variable respectively at each time step, and their correlation quantifies the amount of information about the secret that can be inferred by observing the observable variable.

Given a Markov chain \( C = (S, s_0, P) \) let a discrimination relation \( \mathcal{R} \) be an equivalence relation over \( S \). A discrimination relation is used to represent the fact that an observer may not be able to distinguish the single states of the chain.

A quotient of a Markov chain by a discrimination relation represents the expected behavior that the chain according to an attacker that is able to discriminate only the states in separate classes of the discrimination relation.

**Definition 2.2.3.** Given a Markov chain \( C = (S, s_0, P) \) and a discrimination relation \( \mathcal{R} \) define the quotient of \( C \) by \( \mathcal{R} \) as a new Markov chain \( C/\mathcal{R} = (S/\mathcal{R}, s_0', P') \) where

- \( S/\mathcal{R} \) is the set of the equivalence classes of \( S \) induced by \( \mathcal{R} \)
- \( s_0' \) is the equivalence class of \( s_0 \)
- \( P' : S/\mathcal{R} \times S/\mathcal{R} \rightarrow [0, 1] \) is a probability transition function between equivalence classes of \( S/\mathcal{R} \) such that

\[
\forall c, d \in S/\mathcal{R}. \ P'_{c,d} = \frac{1}{|c|} \sum_{s \in c} \sum_{t \in d} P_{s,t}
\]

We will usually compute quotients by defining a discrimination relation that discriminates states with different values of variables we are interested in, e.g. secret and observable variables. Nonetheless it must be noted that in general a marginal process and a quotient representing the same variable do not coincide, since the quotient is always a Markov chain while the marginal process may not be. We will mostly use quotients in Chapter 4 and marginals in Chapter 5. The reason for this distinction is that in Chapter 4 we will reduce the modeling of a terminating program to a single probability distribution over the possible observations and secrets, and in this case the quotient approach always gives the correct result and is simpler to compute than marginals. On the other hand, in Chapter 5 we will consider Markov chains with internal observable state to characterize a concept of discrete time, so the marginals and the quotients may not coincide and we have to use the former.
2.2.2 Interval Markov Chains

Definition 2.2.4. A closed-interval Interval Markov Chain (IMC) is a tuple $\mathcal{I} = (S, s_0, P, \hat{P})$ where $S$ is a finite set of states containing the initial state $s_0$, $P$ is an $|S| \times |S|$ bottom transition probability matrix, $\hat{P}$ is a $|S| \times |S|$ top transition probability matrix, such that for each pair of states $s, t \in S$ we have $0 \leq \hat{P}_{s,t} \leq \hat{P}_{s,t} \leq 1$.

An IMC is used to model a specification, i.e. an infinite set of Markov chains with a similar structure. We say that a Markov chain implements an IMC if it is contained in this set.

Definition 2.2.5. A Markov chain $\mathcal{C} = (S, s_0, P)$ implements an Interval Markov Chain $\mathcal{I} = (S, s_0, P, \hat{P})$ in the Uncertain Markov Chain (UMC) semantics [22], written $\mathcal{C} \sqsubseteq \mathcal{I}$, if $\forall s, t \in S. \hat{P}_{s,t} \leq P_{s,t} \leq \hat{P}_{s,t}$.

We assume without loss of generality that our Interval MCs are coherent, meaning that every value for each transition interval is attained by some implementation. Coherence can be established by checking that both following conditions hold [55]:

1. $\forall s, t \in S. \hat{P}_{s,t} \geq (1 - \sum_{u \neq t} \hat{P}_{s,u})$
2. $\forall s, t \in S. \hat{P}_{s,t} \leq (1 - \sum_{u \neq t} \hat{P}_{s,u})$

Any Interval MC $\mathcal{I} = (S, s_0, P, \hat{P})$ can be transformed into a coherent Interval MC $\mathcal{I}' = (S, s_0, P', \hat{P}')$ by changing the top and bottom transition probability matrices to the following:

1. $P'_{s,t} = \max(\hat{P}_{s,t}, 1 - \sum_{u \neq t} \hat{P}_{s,u})$
2. $\hat{P}'_{s,t} = \min(\hat{P}_{s,t}, 1 - \sum_{u \neq t} \hat{P}_{s,u})$

The resulting coherent Interval MC $\mathcal{I}'$ is unique and has the same implementations as the original incoherent Interval MC $\mathcal{I}$ [55], so in particular it has an implementation iff $\mathcal{I}$ has at least one implementation.

A state $s$ of an Interval MC is deterministic if $\exists t. \hat{P}_{s,t} = 1$, stochastic otherwise. We say that a state $t$ is reachable from a state $s$ if $\exists s_1, s_2, ..., s_{n-1}, s_n \in S. s_1 = s \wedge s_n = t \wedge \hat{P}_{s_{i+1}, s_i} > 0$ for $1 \leq i < n$. We say that a component $R \subseteq S$ is strongly connected if $\forall s, t \in R. t$ is reachable from $s$.

Note that if there is an implementation in which a subset of states $R \subseteq S$ is strongly connected, then $R$ must be strongly connected in the IMC.

2.2.3 Markov Decision Processes

Definition 2.2.6 ([78]). A Markov Decision Process (MDP) is a tuple $\mathcal{P} = (S, s_0, P, \Lambda)$ where $S$ is a finite set of states containing the initial state $s_0$, $\Lambda$ is the finite set of available actions in a state $s \in S$ and $\Lambda = \bigcup_{s \in S} \Lambda_s$, and $P : S \times \Lambda \times S \to [0, 1]$ is a transition probability function such that $\forall s, t \in S. \forall a \in \Lambda_s. P(s, a, t) \geq 0$ and $\forall s \in S. \forall a \in \Lambda_s. \sum_{t \in S} P(s, a, t) = 1$. We write $P(s, a, t) = x$ for $P(s, a, t) = x$. 
An MDP makes a nondeterministic choice of an action in each state. A selection of an action determines a probability distribution over the successor states.

Definition 2.2.7. A probabilistic strategy is a function $\sigma : S \rightarrow \delta(\Lambda_s)$ assigning to a state $s$ a probability distribution over the actions in $\Lambda_s$. A probabilistic strategy is positional if its probability distributions assign probability 1 to some action.

The (infinite) set of strategies of the process $P$ is denoted $\Sigma_P$.

A strategy $\sigma$ resolves an MDP $P = (S, s_0, P, \Lambda)$ into an MC $C = (S, s_0, P')$ where $P'_{s, t} = \sum_{a \in \Lambda_s} \sigma(s, a)P(s, a, t)$. In this sense MDPs, similarly to IMCs, can also be used as specification models for MCs.

2.2.4 Reward Functions

Definition 2.2.8. A non-negative reward function over the transitions of a Markov chain is a function $R : S \times S \rightarrow \mathbb{R}^+$ assigning a non-negative real value, called reward, to each transition.

Given a reward function $R$ we can compute the value of the reward for a concrete execution of a chain by summing reward values for the transitions exercised in the execution. More interestingly, we can compute the expected reward of each state $s \in S$ as $R(s) = \sum_{t \in S} P_{s, t} R_{s, t}$, and then the expected reward over the infinite behavior of the chain $C$ is $R(C) = \sum_{s \in S} R(s) \xi_s$ [78, Chpt. 5]. The expected reward of a Markov chain is finite iff the expected reward of each recurrent state is zero.

An IMC represents an infinite set of Markov chains, and thus does not have in general a single expected reward, since each implementation can have a different expected reward. Similarly, in an MDP strategies that resolve the MDP in different Markov chains will in general have different rewards. Thus for specification models like IMCs and MDPs it is interesting to determine which implementation or strategy maximizes or minimizes a given reward function of interest.

2.3 Information Theory

Definition 2.3.1. The entropy $H(X)$ of a random variable $X$ with PMS $p(x)$ is defined as

$$H(X) = -\sum_{x \in X} p(x) \log(p(x))$$

where all logarithms are taken in base 2, thus measuring entropy in bits.

Entropy is a measure of the uncertainty in the state of information represented by the PMS $p(x)$. Generally, an entropy of $n$ bits means that $n$ bits of information are still required to be able to know exactly the value of $X$.

It can be shown that entropy has a minimum of 0 if the PMF of $X$ has a value $\bar{x}$ with $p(\bar{x}) = 1$ and a maximum of $\log(|X|)$ if the PMF is uniform. Entropy can equivalently be defined as the expectation of the random variable $\log(1/p(x))$.

Definition 2.3.2. The joint entropy $H(X, Y)$ of two random variables $X, Y$ with joint PMF $p(x, y)$ is

$$H(X, Y) = -\sum_{x \in X} \sum_{y \in Y} p(x, y) \log(p(x, y))$$
Definition 2.3.3. The conditional entropy $H(Y|X)$ of two random variables $X, Y$ with joint PMF $p(x, y)$ is

$$H(Y|X) = -\sum_{x \in X} \sum_{y \in Y} p(x, y) \log(p(y|x))$$

Definition 2.3.4. The mutual information $I(X; Y)$ of two random variables $X, Y$ with joint PMF $p(x, y)$ is

$$I(X; Y) = \sum_{x \in X} \sum_{y \in Y} p(x, y) \log \left( \frac{p(x, y)}{p(x)p(y)} \right)$$

Entropy, conditional entropy and mutual information are always nonnegative. The following equations hold:

- $H(X, Y) = H(X) + H(Y|X) = H(Y) + H(X|Y)$
- $I(X; Y) = H(Y) - H(Y|X) = H(X) - H(X|Y)$
- $I(X; X) = H(X)$
- $I(X; Y) + H(X, Y) = H(X) + H(Y)$

The last equation is particularly interesting, as it shows that the sum of the entropies of two random variable is greater or equal than their joint entropy. In particular

$$H(X) + H(Y) = H(X, Y) \iff I(X; Y) = 0 \iff X \text{ and } Y \text{ are independent}$$

showing that $I(X; Y)$ is a measure of the dependence of $X$ and $Y$. We will use this intuition in Chapter 3 to quantify the dependence between an observable variable $O$ and a secret variable $h$, thus quantifying how many bits of $h$ an attacker learns by knowing the value of $O$.

Entropy and mutual information can also be defined for probabilistic processes, as the limits of the entropy and mutual informations for a given amount of time.

Definition 2.3.5. Let $X_1, X_2, ...$ be a discrete time-indexed probabilistic process. Then we define its entropy as the limit of the joint entropy of its random variables:

$$H(X_1, X_2, ...) = \lim_{n \to \infty} H(X_1, X_2, ..., X_n)$$

Note that since this is the limit of a monotonic non-decreasing non-negative sequence, it either converges to a non-negative real number or diverges to positive infinity.

Definition 2.3.6. Let $X_1, X_2, ...$ and $Y_1, Y_2, ...$ be two discrete time-indexed probabilistic processes. Then we define their mutual information as

$$I(X_1, X_2, ..., Y_1, Y_2, ...) = \lim_{n \to \infty} I(X_1, X_2, ..., X_n; Y_1, Y_2, ..., Y_n)$$

This is also the limit of a monotonic non-decreasing non-negative sequence, so it either converges to a non-negative real number or it diverges to positive infinity.

Since the entropy of probabilistic processes is potentially infinite, it is common for these kind of processes to compute the average entropy for each computation step, known as entropy rate.
**Definition 2.3.7.** Consider a Markov chain $C = (X_0, X_1, X_2, \ldots)$. Then the entropy rate of $C$ is defined as

$$\bar{H}(C) = \lim_{n \to \infty} \frac{1}{n} H(X_0, X_1, \ldots, X_n)$$

when such limit exists.

The entropy rate of a process is clearly zero if the entropy of the process converges. We can similarly define mutual information rate:

**Definition 2.3.8** ([82]). The mutual information rate (or rate of actual transmission) between two time-indexed probabilistic processes $X_i$ and $Y_i$ is

$$\bar{I}(X; Y) = \lim_{n \to \infty} \frac{1}{n} I(X_0, X_1, \ldots, X_n; Y_0, Y_1, \ldots, Y_n)$$

when such limit exists.

### 2.3.1 Memoryless Discrete Channels

A discrete channel is a system with an input alphabet $X$, an output alphabet $Y$ and a conditional probability matrix $p(y|x)$ storing the probability of observing each output $y$ for each input $x$. A channel is memoryless if the probability distribution on the output is independent of any input and output except the last input.

**Definition 2.3.9.** The channel capacity $C$ of a discrete memoryless channel is the maximum mutual information of $X$ and $Y$ over all possible input distributions $p(x)$:

$$C = \max_{p(x)} I(X; Y)$$
Chapter 3

State of the Art

“No man is wise enough by himself.”


Quantitative approaches to security measurements have been subject to an intensive amount of research in the last dozen of years. Insightful theoretical results and important practical applications have convinced a growing number of researchers to investigate quantitative measures to understand and guarantee security. As a consequence, many such measures have been proposed by different groups. Fortunately, many of these measures have been shown to be strictly correlated, allowing us to obtain results for one of them and be sure that the same results apply to the others.

A generic quantitative security scenario is a scenario in which a given system is under attack by a given attacker, and a given quantitative measure is used to quantify the effectiveness of the attack. The quantification is sometimes performed automatically by a tool.

We discuss the most common system model, the channel matrix, in Section 3.1. In Section 3.2 we discuss the main measures of security based on probability or information theory. In Section 3.3 we present many possible variants for the attacker model. Finally, in Section 3.4 we introduce some of the current qualitative and quantitative tools for automated security analysis.

3.1 System Model

It is common to model a system as a channel. In information-theoretical terms, a channel is anything that depends on some input and produces some output according to the input. Information theory is concerned with analyzing channels and measuring how much information they can transmit.

For the security scenario, the system under analysis depends on the value of the secret and produces some output, so it is natural to model it as a channel with the secret as an input and the output of the system as the output. As explained in Chapter 2,
memoryless discrete channels are encoded as a matrix, aptly known as the channel matrix $C$.

The input alphabet $X$ of the channel matrix $C$ corresponds to the possible values of the secret, while the output alphabet $Y$ corresponds to the possible observables. The value in the matrix corresponding to the row $x \in X$ and column $y \in Y$ is the conditional probability $P(y|x)$ that the observable $y$ will be observed if the value of the secret is $x$. A matrix is said to be deterministic if all of its values are either 0 or 1, probabilistic otherwise. Intuitively, deterministic matrices model deterministic programs, i.e. programs in which for each value of the secret the program deterministically outputs one and only one observable.

In practice we are actually modeling the attack of the system by an attacker, so the output of the channel must be not just what the system produces, but which different outputs the attacker can discriminate: if the system produces a natural number but the attacker can only distinguish the parity of the output, the channel has actually only two possible outputs, even and odd.

The goal of this thesis is to propose a different system model than the channel matrix, so let us point out some limitations of this model:

- The size of the channel matrix is always exponential in the bit size of the secret and in the bit size of the output. If a system has a 64-bit secret, the matrix has $2^{64} \approx 1.8 \cdot 10^{19}$ rows; if it also has a 64-bit output it has the same amount of columns and $\approx 10^{38}$ cells. The computational problems in just storing such a model in a computer are evident.

- The channel matrix assumes an input-output behavior for the system: the system has some secret, does some computation producing some output, and terminates. Only after termination can the attacker analyze the data and try to infer the value of the secret. This assumption is very limiting, as it does not permit to analyze systems that produce output forever: the channel matrix for such a system would have an infinite number of columns. Similarly, it is not possible to encode an attacker that can continuously receive data from the system and infers information before the system terminates.

- The channel matrix model encodes assumptions about both the system and the attacker, as explained by the example above. Encoding the system and the attacker separately would allow to reuse the system model for different attackers and would provide a better understanding on how the observational properties of the attacker influence his effectiveness.

- Obtaining the channel matrix from a system is not an easy task, as shown by the large amount of effort that has been spent in developing techniques to compute $\cite{32}$ or approximate $\cite{23, 30, 31}$ it. The size of the matrix is not the only problem: determining the probability of an output for a program in a Turing-equivalent language is in general not decidable, as it would decide Turing’s halting lemma.

Our proposal, detailed in Chapters 4 and 5, is to substitute the channel matrix with Markovian process models.

### 3.2 Security Measures

We provide a quick review of some different measures of information leakage that have been proposed.
3.2.1 Shannon Leakage

When we introduced entropy in Chapter 2, we explained that it quantifies the uncertainty expressed by a probability distribution: \( H(X) \) quantifies how many bits of information we do not know about the random variable \( X \). Imagine that \( X \) represents a secret value, and \( Y \) an observable value. Then the conditional entropy \( H(X|Y) \) quantifies how many bits of information we do not know about \( X \) after observing \( Y \), and the mutual information

\[
I(X;Y) = H(X) - H(X|Y)
\]

quantifies how many bits of information we have learned about \( X \) by observing \( Y \).

This is the basic idea behind Shannon leakage: when \( X \) is a secret and \( Y \) an observable then \( I(X;Y) \) quantifies how many bits of \( X \) are learned by observing \( Y \), and consequently what is the leakage of information about \( X \) to an attacker able to observe \( Y \). The idea of using information theory to define quantitative information flow on programs can be traced to the work of Denning [38, 39]. McLean introduced time in the model, defining a low-level variable at time \( t \) as secure if it does not depend on any high-level variable before time \( t \) [66]. The idea of using mutual information to quantify leakage was proposed by Gray [47]. Clark, Hunt and Malacaria presented a way to automatically compute Shannon leakage from the syntax of a simple language without loops [33] and of a complete imperative language with loops [34, 60]. They also discuss their approach in relation with the previous information-theoretical ones [34]. Boreale has shown how to compute Shannon leakage for processes specified in process calculi [17]. The work of Köpf et al. on information leakage of side channels [52, 53, 54] mostly uses Shannon leakage as security measure. The work of Chothia et al. on approximating channel matrices [23, 30] is usually based on Shannon leakage, but can be used for any measure and thus considered measure-agnostic.

In this thesis we will always define leakage as Shannon leakage, and consequently focus on how to compute mutual information in a particular scenario. Nonetheless, we are mostly focused on proposing an alternate system model, so we do not particularly advocate for one measure over another.

3.2.2 Bayes Risk

Bayes risk measures the probability that an attacker will fail to guess the secret after using Bayesian hypothesis testing to try to infer it.

Bayesian hypothesis testing is an inference technique to determine which of a finite set of hypotheses about a system is most likely to be true after observing a given amount of data produced by the system [48, Chapter 4]. In the system-attacker scenario each possible value of the secret corresponds to a different hypothesis and the observations correspond to the available data. The hypothesis most supported by the data thus corresponds to the most likely value of the secret. This strategy is also known as Maximum A Posteriori (MAP).

Let a channel \( C \) have input alphabet \( X \), output alphabet \( Y \) and conditional probabilities \( p(y|x) \) for each \( x \in X, y \in Y \) and let \( p(x) \) be a prior distribution over \( X \). Then Bayes risk is computed as

\[
P_e = 1 - \sum_{y \in Y} \max_{x \in X} p(y|x)p(x)
\]

The use of Bayesian hypothesis testing as a strategy for the attacker is common in security literature [64, 77]. The application of Bayes risk analysis to database
security has been explored by Chatzikokolakis, Palamidessi and Panangaden [24, 25]. In particular it is interesting to notice that there is a connection between the conditional entropy of a system and the upper bound on its Bayes risk. Such bonds have been proposed by Rényi, improved by Hellman and Raviv and by Santhi and Vardy and more recently improved by Chatzikokolakis, Palamidessi and Panangaden [25, 44, 81].

Recall the formula for conditional entropy:

$$H(X|Y) = -\sum_{y\in Y} p(y) \sum_{x\in X} p(x|y) \log p(y|x)$$

Then the Hellman-Raviv bound for Bayes risk is

$$P_e \leq \frac{1}{2} H(A|O)$$

and the Santhi-Vardy bond is

$$P_e \leq 1 - 2^{-H(A|O)}$$

and we note that the Hellman-Raviv bound is tighter in case of a binary hypothesis, i.e. $|X| = 2$, and the Santhi-Vardy bound is tighter otherwise. Chatzikokolakis et al. improve the bounds by considering in which points the risk function changes inclination, using them to find a finite number of “corner points” that characterize a hyperplane defining an even tighter bounds than the ones above [25].

Bayes risk and min-entropy leakage are both useful measures of leakage when the attacker can perform only one observation and then has to choose a value for the secret. Lin and Kifer show the importance of Bayes risk in their work about formalizing and measuring security guarantees for algorithms working on databases [58, 59]. In particular they show that estimators not based on the Bayesian MAP strategy have higher probabilities of failing to guess the secret than the Bayesian MAP, motivating the choice of Bayes risk as a measure for this scenario. Nonetheless we believe that this optimality depends on the choice of the prior information of the attacker, as argued by Malacaria [61]. Also, the comparison is made against non-axiomatic estimators (least-squares and maximum likelihood) and not against information-theoretical measures.

### 3.2.3 Min-entropy Leakage

Min-entropy leakage was proposed by Smith [84] to better quantify the vulnerability of a system against an attacker that is able to observe the system only once before having to choose a password, what is known as a one-try attack scenario.

Let $X$ be a random variable representing a secret value and $\pi$ a prior probability distribution on its support. Let $C$ be a channel from $X$ as input and a random variable $Y$ representing an observable output, as explained in Section 3.1.

Then the prior vulnerability of $\pi$ is

$$V(\pi) = \max_{x\in X} \pi(x)$$

and the posterior vulnerability of $\pi$ and $C$ is

$$V(\pi, C) = \sum_{y\in Y} \max_{x\in X} \pi(x) C(x, y)$$
Note that prior and posterior vulnerabilities are probabilities, and in particular vulnerability is the complement of Bayes risk. We want to transform them in entropies to be able to quantify the difference in bits. The prior min-entropy is

\[ H_\infty(\pi) = -\log V(\pi) \]

while the posterior min-entropy is

\[ H_\infty(\pi, C) = -\log V(\pi, C) \]

and the min-entropy leakage is the difference of the two:

\[ L(\pi, C) = H_\infty(\pi) - H_\infty(\pi, C) \]

Min-entropy is meant to capture the change in the probability that the attacker will be able to guess the value of the secret in one attempt. Smith claims that min-entropy leakage better represents the vulnerability of a system in the one-try attack scenario [41, 84, 85] but Malacaria warns that Smith’s argument only holds for an attacker with no prior information on the secret, and it is always possible to find a probabilistic attacker such that Smith’s argument does not hold, since the two channels are unrelated in the Lattice of Information [61, Section 4.5]. The contributions of this thesis are measure-agnostic, so we refer the interested reader to the cited papers for the details.

### 3.2.4 g-leakage

Alvim, Chatzikokolakis, Palamidessi and Smith have recently proposed a generalization of min-entropy leakage called g-leakage [6]. The idea behind g-leakage is that in real cases it is not necessarily true that all bits of the secret have the same weight. For instance, consider a secret of length \( k^2 \) bit consisting of \( k \) passwords of length \( k \) for the same system. It is intuitive that leaking a full password and leaking the first bit of each password both amount to leaking \( k \) bits. Nonetheless, an attacker with a full password can access the system in one attempt with probability 1, while an attacker with the first bit of each password can access the system in one attempt with probability \( 2^{-(k-1)} \).

The generalization depends on a gain function on the leaked bits that abstracts knowledge about the specific system. While it is proposed as a generalization of min-entropy leakage, g-leakage can be used to generalize Shannon entropy or any other information-theoretical measure by considering expert knowledge about the system. As such it is not necessarily a measure per se: we can consider it as an additional layer that can be used to improve the results of a given measure when applied to a specific problem.

### 3.2.5 Other Measures and Ordering

Many other measures have been proposed to evaluate the effectiveness of an attacker against a system. These include the change in the expected probability that the attacker has of guessing the secret in one try, the expected number of guesses that it will take for the attacker to guess the secret, and more. Fortunately, it has been proved [61, 88] that all these measures preserve the same ordering of attackers.

Consider two different attackers, modeled by the two channels \( A \) and \( B \). Say that \( A \sqsubseteq B \) if, for any given prior information on the secret, the attack of \( A \) is never more effective than the attack of \( B \) according to a given measure \( m \) (more on prior information...
of the attackers will be presented in the next Section). For instance, it is intuitive that an attacker able to observe strictly more details about the system’s behavior will usually learn more information. This means that the attack of $A$ is not more effective than the attack of $B$ for any prior information according to $m$. It has been proved that this ordering is preserved for most of the measures presented, and that furthermore it forms a complete lattice, known as the Lattice of Information [57].

3.3 Attacker Model

The encoding of the attacker is another important part of the analysis. Determining which capabilities the attacker has is fundamental to understand how reliable the security analysis is. Many security measures involve quantifying the amount of knowledge about the secret that the attacker gains by observing the system, defined as the difference between the knowledge the attacker has after and before the attack. Clearly this requires a definition of what the attacker knew before attacking the system, known as prior information of the attacker. Since probability theory is designed to encode partial information, the prior information is usually modeled as a prior probability distribution over the possible values of the secret.

Also part of the encoding of the attackers are two additional parameters: whether the attacker is able to interact with the system, and whether the attacker is able to perform multiple observations on the system. In some case different measures are more fitting to capture the effectiveness of the attacker according to these parameters.

3.3.1 Prior Information

Prior information encodes what the attacker knows about the secret before performing the attack. It is usually modeled as the prior probability distribution over the values of the secret.

Probabilistic Attacker

The probabilistic attacker has some information, in the form of constraints, about the values of the secret, including the secret’s size. For instance an attacker could know that the secret is a number from 0 to 7, that it is not 3 or 6, that the probability that it is 4 is 0.4, and that the probability that the secret is 0 is twice the probability that it is one. The prior probability distribution is constructed by taking the distribution with the highest entropy among all those respecting the constraints, in accordance with the Maximum Entropy Principle proposed by Jaynes [48].

The prior distribution encoding the constraints above is $\{0 \mapsto 0.2, 1 \mapsto 0.1, 2 \mapsto 0.1, 3 \mapsto 0, 4 \mapsto 0.4, 5 \mapsto 0.1, 6 \mapsto 0, 7 \mapsto 0.1\}$. We assume that the information the attacker has about the secret is accurate. The case in which this does not necessarily hold has been studied by Clarkson et al. [35, 46].

It is important to notice that the value of the leakage depends on the prior distribution on the secret, and thus on the prior information about the secret possessed by the attacker; it is not just a function of the program or channel analyzed. We show this with a simple example, using Shannon entropy as the security measure.

Consider an authentication protocol with a 2-bit password, i.e. the password has four possible values: either 0, 1, 2 or 3. Four attackers $A_1$, $A_2$, $A_3$ and $A_4$ are observing the system. The attackers enter 0 as password, and the system rejects them.
Attacker $A_1$ had no prior information on the value of the password, except that it is 2 bit long. His prior distribution is uniform: $\{0 \mapsto \frac{1}{4}, 1 \mapsto \frac{1}{4}, 2 \mapsto \frac{1}{4}, 3 \mapsto \frac{1}{4}\}$ with an entropy of 2 bits. After the attack he knows that the secret is not 0, so his posterior distribution is $\{0 \mapsto 0, 1 \mapsto \frac{1}{3}, 2 \mapsto \frac{1}{3}, 3 \mapsto \frac{1}{3}\}$ with an entropy of $\log 3 = 1.5849...$ bits. By observing the response of the system he learned $2 - 1.5849... = 0.4150...$ bits of information.

Attacker $A_2$ knows that the first bit of the password is a 0, so it is either 0 (00 in binary) or 1 (10). His prior distribution is $\{0 \mapsto \frac{1}{2}, 1 \mapsto \frac{1}{2}, 2 \mapsto 0, 3 \mapsto 0\}$ with an entropy of 1 bit. After the attack he knows that the secret is not 0, so his posterior distribution remains $\{0 \mapsto 0, 1 \mapsto \frac{1}{2}, 2 \mapsto 0, 3 \mapsto \frac{1}{2}\}$ with an entropy of 1 bit, i.e. he did not learn anything. By observing the response of the system he learned $1 - 1 = 0$ bits of information.

Finally, attacker $A_4$ already knew that the password is 1, so his prior distribution is $\{0 \mapsto 0, 1 \mapsto 1, 2 \mapsto 0, 3 \mapsto 0\}$ with an entropy of 0 bits. After the attack he knows that the secret is not 0, but he knew that already, so his posterior distribution remains $\{0 \mapsto 0, 1 \mapsto 1, 2 \mapsto 0, 3 \mapsto 0\}$ with an entropy of 0 bit, i.e. he did not learn anything. By observing the response of the system he learned $0 - 0 = 0$ bits of information.

This is the case if, for instance, $A_4$ is actually the user that should be authorized to access the system. Note that after the attack both $A_2$ and $A_4$ know the secret password, but $A_2$ has a higher leakage (in fact, the highest of the four attackers) because he learned the secret by observing the system, contrarily to $A_4$ that knew it before. This shows how prior information is important in characterizing how successful an attack on the system is.

**Ignorant Attacker**

The ignorant attacker is the case of the probabilistic attacker in which the attacker has no prior information about the value of the secret except its size. This is encoded as a uniform prior distribution on the possible values of the secret. The QUAIL tool that we introduce in Chapter 6 assumes the ignorant attacker scenario.

The ignorant attacker is a common base case for attacker knowledge, since the uniform distribution it is simple to encode. Smith’s example of a case in which min-entropy leakage is more relevant than Shannon leakage [84] is valid only for an ignorant attacker, as explained by Malacaria [61].

In most of the example of this thesis it will be assumed for simplicity that the attacker is ignorant. The theory we propose, however, can be used to examine any probabilistic attacker.

**Demonic Attacker**

The demonic attacker has exactly the prior information that maximizes the amount of leakage of information from the system. If the system is seen as a channel between the secret and the attacker, the amount of leakage for the demonic attacker corresponds to
the maximum amount of information that the channel can transmit, known as capacity of the channel [69].

The channel capacity of a system is important because it can be used as a guarantee for the reliability of the system: if the demonic attacker leaks 3 bits of information, we can guarantee that 3 bit is the maximum amount that any attacker can leak, over all possible prior information of attackers. This allows us to produce more general results that do not depend on the choice of a given attacker.

Different measures compute channel capacity differently, but keeping the same concept that capacity is the maximum leakage over all prior distributions of attackers. Among the others, Chen and Malacaria used Bellman equations to compute the channel capacity of traces, subtraces and multithreaded programs [27, 29, 62] and Lagrange multipliers to compute the channel capacity of various protocols including Onion Routing and Crowds [28]. Channel capacity for interactive systems has been studied by Alvim et al. [5].

**Side-channel Information**

Up to now we have considered the prior information that the attacker has about the secret before performing the attack. In security analysis, and particularly in cryptoanalysis, it has also been considered that the attacker could infer information about the secret by analyzing other channels, like computation time and power consumption [21, 50, 51, 68].

Recent progress has been made in formalizing this side-channel information and automatically quantifying the amount of information that the attacker gains from it, mainly due to the work of Köpf et al. [52, 53, 54]. Side-channel studies are not in the scope of this thesis.

### 3.3.2 Interactivity

In case the system can input some information from the attacker itself, it is necessary also to encode this additional behavior. In general it can be considered that there is another prior distribution (separated from the one on the secret) on the input variable. This allows to keep the model probabilistic. The problem has been considered by Volpano et al. in their information leakage type system [87]. O’Neill et al. [72] consider a similar encoding of the behavior of the user in their user strategies, also considering the case in which the input strategy is unknown to the attacker.

Alternatively, it can be considered that the attacker inputs the worst possible input, similarly to what is done for the demonic attacker for the prior information about the secret. Alvim et al. recently proposed to use channels with feedback to encode this behavior [5], also pointing out that in this case mutual information is not appropriate to compute leakage, and directed information should be used instead. Chothia et al. prove that an input strategy leaking information exists if and only if the uniform input strategy does, and also note that the input strategy with maximum leakage may not exist if the program does not terminate [32].

We believe that the Markovian encoding of processes we propose in this thesis will be of help in analyzing this problem, as it handles naturally non-terminating programs, as shown in Chapter 5. Nonetheless, in this thesis the attacker will always be assumed to be non-interactive.
### 3.3.3 Repeated Attacks

A scenario may allow the attacker to run and observe the system only once or more than once. For instance, if the attacker wants to break the anonymity of the votes of an election he cannot rerun the election and accumulate data, while if the attacker is trying to break an authentication scheme he normally can try more than one password.

Probably the most important works on repeated attacks are those by Boreale et al. [18, 19]. It has been noted by Smith [84] that the choice of a repeated or single-attack scenario can influence the relevance of the security measure used. Different notions of leakage for single-attack scenarios have been studied by Braun et al. [20]. Repeated attacks have been considered by Clarkson et al. [35], by Malacaria et al. [61, 63] and by Barthe et al. [10].

Repeated attacks are not discussed in this thesis.

### 3.4 Tools

We list some of the tools that have been developed to analyze different aspects of system security.

Some tools that are not explicitly developed for security can be used to obtain security-related results. For instance, APEX [49] and PRISM [56] can be used to test language equivalence. These tools can be used for instance to verify whether the output language of a system is independent from a particular secret variable. This corresponds to a test of whether the leakage of the system is exactly zero or not. Such a qualitative analysis is not able to discriminate different systems with positive leakage, and cannot be used to assess whether the leakage of a system is small enough to be insignificant or large enough to be a risk.

Most quantitative tools computing information leakage are able to analyze only deterministic programs. This includes the proposal by Backes et al. [8] to use a model checker to iteratively refine discrimination relations and compute the leakage from the size of the relations, and the QIF analyzer by Mu and Clark [70]. Similarly, the quantitative taint analysis techniques developed by McCamant et al. [65, 71] do not extend to the precise analysis of probabilistic programs.

A common approach is to trade precision for efficiency by implementing estimation tools like LeakWatch, LeakiEst and Weka [31, 32, 43]. Such tools usually work by estimating the channel matrix for the system, and thus are unable to compute results when the size of the secret is large, since the channel matrix has exponential size in the size of the secret.

The JPF-QIF [76] tool by Phan et al. computes only an upper bound for the channel capacity of a system, but is able to handle programs written in Java, being an extension of the Java Pathfinder verification environment.

Finally, the CH-IMP tool developed by Chothia et al. [32] is the closest relative to the QUAIL tool we present in Chapter 6. CH-IMP allows the user to declare explicitly secrets and observables in the code of the system, then uses a Markov chain semantics to construct a channel matrix for these secrets and observations. Like all channel matrix-based tools, CH-IMP is not able to handle efficiently cases in which the secret is larger than \( \approx 20 \) bits. We also note that in QUAIL it is also possible to declare secret and observable variables in any point of the code but at the cost of not being able to guarantee the termination of the analysis.
Chapter 4

Information Leakage of Terminating Processes

“When you know a thing, to hold that you know it; and when you do not know a thing, to allow that you do not know it; this is knowledge.”

Confucius, Analects, 2:17

We show how to model a process with a Markov chain such that it is possible to compute the information leakage of the process by operating on the chain. This modeling allows us to use graph-theoretical insight to address problems that would be impossible to represent in a strictly input-output model like a channel matrix, for instance non-termination.

This chapter is focused on modeling terminating processes, i.e. processes that assume a deterministic behavior with probability 1. The case of handling non-terminating processes will be addressed in Chapter 5.

We will show how to model a program-attacker scenario with a Markov chain and how to compute the information leakage of the scenario. This requires an algorithm to compute the entropy of a Markov chain.

Entropy of a Markov chain can be computed by defining a slightly non-standard reward function on the transition probabilities of the chain, and then computing the expected long-term reward for this reward function. Casting entropy as a reward function allows us to use machinery usually meant for the optimization and computation of such rewards.

4.1 Markovian Modeling of Processes and Attackers

A Markov chain is a probabilistic process respecting the Markov property, meaning that the distribution over the states at a certain time depends only on the distribution at the time immediately before. This means that in each state of the Markov chain there must be enough information to determine the probability distribution on the next time step.

We need to keep this idea in mind when encoding a process as a Markov chain. We are considering processes written in an imperative language, so each state must contain
all the information the compiler needs to determine what the process will do next. This leads naturally to having a state of the Markov chain for each possible assignment of values to the variables of the program, including which line of code is currently being processed with the assignment. Since the code is not being modified during the execution of the program, we can just use the line number in the program counter as one of the variables recorded in the state and assume that we can reference the source code by line.

4.1.1 A Simple Example

As an example consider that line number 42 in the source code is $x := x + 3$; and that state $s$ is the assignment $\{pc \mapsto 42, x \mapsto 3\}$, where $pc$ is the value of the program counter. Then in the model there will be a transition with probability 1 to a state $t$ where $\{pc \mapsto 43, x \mapsto 6\}$: the program counter is increased by 1 as a default behavior, and the variable $x$ is increased by 3 according to the instruction we are processing.

Assume that the program is written in an imperative language. In the following, a state of the Markov chain corresponds to one assignment of values to the variables and program counter, also meaning that no two distinct states have the same assignment.

Since imperative programming languages are deterministic, for each state there will be exactly one other state that will follow with probability 1. This would lead to a trivial and uninteresting Markov chain. The reason why we are using probabilistic processes as models is their capability of representing imperfect information about the behavior of a system. We use this to represent what an attacker with imperfect information about the process knows about the process’ behavior. In practice we lift the states to represent not just an assignment of values to the variables, but a level of information of an attacker about these assignments.

Imagine that we allow states to represent assignment of sets of values to each variable except the program counter. Then for the example above we may have a state $s' = \{pc \mapsto 42, x \mapsto \{3, 4, 7\}\}$ representing the fact that the variable $x$ could have value either 3, 4 or 7. From $s'$ we would have a transition with probability 1 to state $t' = \{pc \mapsto 43, x \mapsto \{6, 7, 10\}\}$, representing the fact that variable $x$ has been
increased by 3 and is now either 6, 7 or 10.

Now imagine that line 43 of the source code is \texttt{if (x<8) then x := x + 1;}.
Then from state \( t' \) we could only have a transition with probability 1 to state 
\( u' = \{ \text{pc} \mapsto 44, x \mapsto \{7, 8, 10\} \} \). But we could actually define two more precise successor states for \( t' \):
\( u'' = \{ \text{pc} \mapsto 44, x \mapsto \{7, 8\} \} \) is visited if the guard is evaluated
to be true and \( u''' = \{ \text{pc} \mapsto 44, x \mapsto \{10\} \} \) is visited if the guard is evaluated to false.

The probability of transitioning from \( t' \) to \( u'' \) and \( u''' \) is the probability that the
guard is true or false in \( t' \), respectively. This means that if we have in each state a
probability distribution over possible values of each variable we can have two possible
successor states each time a conditional statement is evaluated, and in the state we have
enough information to compute the probability that the guard will be true or false. If
in \( t' \) we have that variable \( x \) has a uniform distribution over the three values 6, 7 and
10 then we can immediately compute that the guard \( x<8 \) will be true with probability
\( \frac{2}{3} \) and false with probability \( \frac{1}{3} \), thus the probability of transitioning from \( t' \) to \( u'' \) is
\( \frac{2}{3} \) and the probability of transitioning from \( t' \) to \( u''' \) is \( \frac{1}{3} \). The snippet of code and
resulting Markov chain are depicted in Fig. 4.1.

Note that, since we assume a distribution on the variable \( x \) in every state of the
Markov chain, we could have split \( t' \) or even \( s' \) in three different states, one for each
possible assignment of values to \( x \), and given each of them a starting probability
depending on the initial distribution over \( x \). This would have meant encoding a different
level of information about the attacker, and would also have multiplied the number
of states of the chain. How do we choose at which level of abstraction to model the
behavior of the system?

That depends on what we want to obtain from our model. Our goal in the end is to
be able to compute how much information can be inferred from some known observable
variable to some unknown secret variable, where "known" and "unknown" refer to the
information available to the attacker, and "observable" depends on what the process
outputs at the end of its computation. This means that our Markov chain model will
depend both on the process itself and on the knowledge available to the attacker, and in
this sense it models not only the process but the observation by a given attacker of a
given process.

\subsection{Markov Decision Process Semantics}

Now that we have given an intuition of what the method produces, we shall define
it more formally. We start by producing a Markov Decision Process \( \mathcal{P} \) encoding the
behavior of the system alone. Then we will use the encoding of the attacker to transform
\( \mathcal{P} \) into a Markov chain.

We distinguish a list of variables \( (pc, L, H) \) where \( pc \) is the program counter, \( L \) is
the set of public variables and \( H \) is the set of private variables. The secret is one of the
private variables. In each state a given value is assigned to each variable in \( L \) and to the
program counter, while a probability distribution over a set of possible values is assigned
to each variable in \( H \). Assume that all variables are integer of fixed size. If we want
to guarantee termination of the construction we can force all variables to be declared
at the beginning of the code, thus restricting the variables to finite domains, but this is
not necessary for the correctness of the procedure. High-level variables are read-only
and cannot be accessed externally; their value changes only through observation via
evaluation of \( i \neq g \) guards. This models the fact that the attacker cannot directly print or
modify a secret value, but only learn about it by observing the decisions that the process
takes that depend on it.
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Let $l$ (resp. $h$) range over names of public (resp. private) variables and $p$ range over reals from $[0; 1]$. Let label denote program points and $f(g)$ pure arithmetic (Boolean) expressions. Assume a standard set of expressions and the following statements:

\[
\text{stmt} ::= l := f(l...) \mid l := \text{rand} \mid \text{skip} \mid \text{goto label} \mid \text{return} \mid \text{if } g(l,h...) \text{ then stmt-list else stmt-list}
\]

The first statement assigns to a public variable the value of expression $f$ depending on other public variables. The second assigns zero with probability $p$, and one with probability $1 - p$, to a public variable. The return statement outputs values of all public variables and terminates. A conditional branch first evaluates an expression $g$ dependent on private and public variables; the first list of statements is executed if the condition holds, and the second otherwise. For simplicity, all statement lists must end with an explicit jump, as in: if $g(l,h)$ then ...; goto done; else ...; goto done; done: ... . Each program can be easily transformed to this form. Loops can be added in a standard way as a syntactic sugar.

The semantics in Fig. 4.2 is a small-step operational semantics with transitions from states to distributions over states, labeled by expressions dependent on $h$ (only used for the conditional statement). It generates an MDP over the reachable state space. In Fig. 4.2, $v$, $l$ are public variables and $h$ is a private variable. Expressions in rule consequences stand for values obtain in a standard way. $L[X/l]$ denotes substitution of $X$ as the new value for $l$ in mapping $L$. Finally, $H|g$ denotes a restriction of each set of possible values in a mapping $H$, to contain only values that are consistent with Boolean expression $g$. Observe that the return rule produces an absorbing state—this is how we model termination in an MDP. In the rest of the thesis we will conventionally not draw the probability 1 loops in absorbing states to avoid cluttering. The if $f$ rule produces a nondeterministic decision state.
4.1.3 Modeling the Attacker

The MDP we obtained models the behavior of the process at the required abstraction level, meaning that low-level variables are given values and high-level variables are given probability distributions. Now we need to also consider the model of the attacker to transform the MDP in the Markov chain modeling the process when observed by the attacker.

**Definition 4.1.1.** An attacker is a pair $A = (I_A, R_A)$ where $I_A$ is a probability distribution over the possible values of the secret encoding the attacker’s prior information about it and $R_A$ is a discrimination relation over the states of the system in which two states are in the same class iff the attacker cannot discriminate them.

The attacker has some prior information about the secret before observing the process. This is encoded as the prior $I_A$, that assigns probability distributions to all high-level variables. In particular, since we assume that the attacker has access to the source code of the process, he will know the length in bit of the secret variables, since he can read the variable declarations. For instance if the secret is declared as a 16-bit integer value the attacker will know that it is an integer from 0 to 65535. Any additional information the attacker possesses, like that the secret is not a number from 18 to 556 or that the probability that the secret is 12 is three times the probability that it is 16, is encoded in the prior distribution as well, as explained in Section 3.3.

The discrimination relation $R_A$ encodes what states of the MDP the attacker can discriminate. The usual case is that some of the low-level variables are observable by the attacker, and thus the attacker can discriminate two states iff they differ in the value of at least one of the observable variables. States with the same values for all the observable variables are indistinguishable to the attacker. Remember from Chapter 3 that an attacker with strictly greater discriminatory power leaks more information than an attacker with less discriminatory power.

4.1.4 Building the Markov Chain from the MDP Semantics and Attacker Model

Let a scenario be a pair $(P, A)$ with an MDP and an attacker. We say that a Markov chain $C$ models a scenario $(P, A)$, written $C \models (P, A)$, when it is obtained by the procedure described below.

**Step A: Apply Prior Information**

Observe that the only nondeterministic transitions not labeled with $\top$ in the MDP semantics in Fig. 4.2 are labeled with the $i f$ conditions. Since there is no probability distribution over the values of the high-level variables in the process $P$ we cannot, in general, determine the probability that a guard will be true. However, the probability distributions of the high-level variables are provided in $I_A$, which allows us to assign the probability distributions in the initial state. When a guard is evaluated, these probability distributions are propagated to consider the fact that each guard partitions the probability space in two.

For instance, consider that in a certain state the distribution over a variable $h$ is uniform over the values $\{0, ..., 23\}$ and the guard $h<11$ is evaluated. Then in the successor corresponding to the guard being true the new distribution over $h$ will be uniform over $\{0, ..., 10\}$, while in the successor corresponding to the guard being false
Data: A Markov chain $\mathcal{C} = (S, s_0, P)$, the set $\mathcal{T}_A \subseteq S$ of states to hide.

Result: The Markov chain $\mathcal{C} = (S \cup \{\uparrow\} \setminus \mathcal{T}_A, s_0, P)$

1 Add to $S$ the divergence state $\uparrow$ with $P_{\uparrow, \uparrow} = 1$ and $\pi^{(0)}_{\uparrow} = 0$;

2 while $T \neq \emptyset$

3 Choose a state $t \in \mathcal{T}_A$;

4 if $P_{t, t} = 1$ then

5 $\pi^{(0)}_{t} \leftarrow \pi^{(0)}_{t} + \pi^{(0)}_{\uparrow}$

6 foreach $s \in S$ do

7 $P_{s, \uparrow} \leftarrow P_{s, \uparrow} + P_{s, t}$

8 $P_{s, t} \leftarrow 0$

9 endforeach

10 else

11 foreach $u \in S$ do

12 $P_{t, u} \leftarrow \frac{P_{t, u}}{1 - P_{t, t}}$

13 $\pi^{(0)}_{u} \leftarrow \pi^{(0)}_{u} + \pi^{(0)}_{t} P^{\Box}_{t, u}$

14 foreach $s \in S$ do

15 $P_{s, u} \leftarrow P_{s, u} + P_{s, t} P^{\Box}_{t, u}$

16 $P_{s, t} \leftarrow 0$

17 endforeach

18 end

19 $S \leftarrow S \setminus \{t\}$

20 $\mathcal{T}_A \leftarrow \mathcal{T}_A \setminus \{t\}$

21 end

Algorithm 1: Hide a subset of the states of a Markov chain.

The new distribution over $h$ will be uniform over $\{11, \ldots, 23\}$. Note that the probability distribution on each state can be obtained by just normalizing the initial distribution $I_A$ to the values allowed in the state.

Since we can now assign a probability to each transition, we can transform the MDP model in a Markov chain: the probability of the each action $a \in \Lambda_s$ is computed as the probability of the event labelling $a$ given the probability distribution over the values of the secret in $s$.

Step B: Hide Unobservable States

We want to model the fact that most of the states of the system are not observable to the attacker. We assume that the attacker can start the process and then observe the value of the output after the process terminates, so all states except the initial state and the terminal states must be hidden. Let $\mathcal{T}$ be the set of all states of the Markov chain except the initial state and the terminal states.

The distinction between the indistinguishable states encoded in $\mathcal{R}_A$ and the hidden states encoded in $\mathcal{T}$ is fine but fundamental. While the attacker can observe whether the system is in one of the equivalence classes of the discrimination relation $\mathcal{R}_A$, he is not even aware of the existence of the hidden states in the set $\mathcal{T}$. For instance this means that he can count how many time steps the chain spends in an equivalence class.
of $\mathcal{R}_A$ but not how many steps the chain spends in the hidden states. To encode the attacker that only observes the output of the process after its termination, we hide all states except the starting state and the absorbing states of the chain: the attacker knows when the process starts and ends but cannot perform observations about what happens during the computation.

The fact that the hidden states in $\mathcal{T}$ cannot be observed raises a question: what happens if the process terminates in one of these states? In this case the attacker would not be able to observe the termination of the program. Similarly, what if the process does not terminate at all, and its behavior loops forever within these hidden states? It can be seen that the two cases are equivalent from the point of view of the attacker: he observes that the program gets to a certain point and that nothing else happens, including termination. We answer this question by assuming that the attacker can determine, likely via a timeout, whether the program’s behavior is not terminating, and thus we consider termination as one of the possible observable outputs of the program.

We want to hide the states in the Markov chain to model the fact that the attacker is not able to observe them. The hidden states are removed from the chain one by one, and each time the transition probability of the other states are modified to consider the probability of eventually transitioning from one state to the other through the hidden state. The initial probability $\pi^{(0)}$ is similarly updated, in case the initial state is among the ones to hide; in this case the resulting Markov chain will in general have not only a single initial state, but a probability distributions over initial states. Also, we add a divergence state $\uparrow$ to represent behavior that stays forever in the hidden states. The procedure is implemented in Algorithm 1.

**Step C: Compute the Quotients**

Having modeled the problem scenario as a Markov chain, we now want to compute the information leakage of the scenario. To compute it we apply the formula

$$I(O, h) = H(O) + H(h) - H(O, h)$$

where $(O, h)$ is the joint distribution of the secret and observable variables and $(O)$ and $(h)$ are the marginal distributions. At this step all three are modeled as one-step Markov chains, respectively $C_{O,h}$, $C_O$ and $C_h$. We need to produce the three Markov chains and compute their entropy.

The three Markov chains are obtained from the scenario model by quotienting it by appropriate discrimination relations, as explained in Definition 2.2.3. The discrimination relation to obtain $C_O$ is $\mathcal{R}_A$, as it represents the attacker’s discrimination on the secret. We will call $C_O$ the attacker’s quotient.

When computing a quotient all states in the same equivalence class are lumped together with the same weight, according to the fact that the attacker has no information about which state in the class he is actually visiting.

The transition probabilities are computed averaging the probabilities of each state in the same equivalence class, to model the fact that the attacker does not know in which of those states the process is. In our case the chain has been reduced by the hiding algorithm to a single 1-step transition, simplifying the quotienting process. The only transitions are the ones from the starting states to the absorbing states and the looping transitions with probability 1 of the absorbing states, so the quotienting formula presented in Chapter 2 reduces to collapsing together absorbing states in the same equivalence class. The transition probability from the starting state to a class is the sum
of the transition probabilities from the starting state to the states composing the class. An example is shown in Section 4.2.2, in particular in Fig. 4.4.

The secret’s quotient $C_h$ represents the marginal distribution of the secret variable. Its entropy is also a measure of how many bits of the secret variable are actually used by the process. Let $R_h$ be a discrimination relation such that two states are in the same class if and only if they assign the same set of possible values to the secret variables. Then $C_h$ can be computed by quotienting the scenario Markov chain model by $R_h$.

Finally we compute the joint quotient $C_{O,h}$ representing the joint behavior of the secret and observable variables. It is obtained by quotienting the scenario Markov chain model by $R_A \cap R_h$, thus lumping in the same class only states that agree both on the values of the observable variables and on the set of possible values for the secret variables.

Step D: Compute the Leakage

Finally, we compute the information leakage by computing $H(O)$, $C_h$ and $C_{O,h}$ and applying the formula

$$I(O,h) = H(C_O) + H(C_h) - H(C_{O,h}).$$

This requires us to be able to compute the entropy of Markov chains. Since in this procedure the chains are reduced by the hiding algorithm to a single step it reduces to computing the entropy of the distribution of the successors of the initial state, but in the rest of the chapter and in the next chapter we will have to compute the entropy of generic Markov chains. For this reason we discuss the problem more in depth in Section 4.2.

Note that if a process is deterministic, i.e. never uses the random assignment function, then $I(O,h) = H(C_O)$ since $H(C_h) = H(C_{O,h})$. In this case we can simply compute the attacker’s quotient and its entropy, as it corresponds with the information leakage.

4.2 Computing the Entropy of a Markov Chain

A Markov chain is an infinite probabilistic process, meaning that it can be considered as a single probability distribution over a potentially infinite number of paths, where each path is a sequence of visit to the states of the chain.

Entropy is a measure of the amount of information required to completely specify the behavior of a system. Since in the case of a Markov chain the system can have an infinite number of behaviors, we expect that the entropy of a Markov chain will in general be infinite. We will show how to characterize in polynomial time the cases in which entropy is infinite.

We define a reward function (see Chapter 2) on the transition of a Markov chain such that the expected reward over the infinite lifetime of the chain corresponds to its entropy. This allows us to compute the entropy of a chain in polynomial time in its size.

For a state $s$ of a Markov chain $(S, s_0, P)$ we define local entropy as follows:

**Definition 4.2.1.** Let $(S, s_0, P)$ be a Markov chain and $s \in S$ one of its states. Then the **local entropy** $L(s)$ of $s$ is defined as

$$L(s) = -\sum_{t \in S} P_{s,t} \log P_{s,t}$$
The local entropy of a state $s$ is the entropy of the probability distribution over the successors of $s$. Intuitively, it corresponds to the amount of entropy that the system accumulates each time it visits $s$. For this reason, the entropy of the chain corresponds to the local entropy of each state multiplied by the expected time that the chain spends in that state:

**Theorem 4.2.2.** For an MC $\mathcal{C} = (S, s_0, P)$ we have that $H(\mathcal{C}) = \sum_{s \in S} L(s)\xi_s$.

Since it is known that the expected reward of a chain can be computed in polynomial time [78], we can also compute entropy in polynomial time thanks to Theorem 4.2.2.

### 4.2.1 Process Termination and Finiteness of Entropy

Since all and only the recurrent states have infinite expected residence time, then the entropy of the chain will be infinite if any of them has positive local entropy:

**Corollary 4.2.3.** The entropy $H(\mathcal{C})$ of a chain $\mathcal{C}$ is finite iff the local entropy of all its recurrent states is zero.

Since computing the local entropy of one state is linear in the size of the chain and the recurrent states can be identified in polynomial time by Tarjan’s algorithm, then it is possible to determine in polynomial time whether the entropy of a chain is finite or not.

For a state to have zero local entropy it must have only one transition with probability 1, to itself or another state. Also, states in the same recurrent class have the same recurrence, so they are either all recurrent or all transient. This allows us to conclude that if a chain has finite entropy, each of its recurrent classes are either a single absorbing state or a cycle of deterministic states. In particular, all absorbing Markov chains have finite entropy.

On a similar intuition, whenever the chain visits a state with zero local entropy we can predict perfectly where it will be on the next step. If with probability 1 from a certain time step onwards the chain visits only such states, then we can predict exactly what the chain will do for the rest of its infinite life. Since entropy is the amount of information required to predict the behavior of the chain, for it to be finite it must be that after a certain point the behavior of the chain is deterministic, i.e. there is no ulterior information to discover. This intuition is important because we use it to characterize terminating behavior.

Remember that the Markov chain represents the attacker-system scenario, i.e. also considers some part of the encoding of the attacker. Since we are interested in how much information can be inferred about the secret, as far as we are concerned a scenario terminates in the moment in which its behavior does not reveal any more information. This means that the attacker already has all the information he needs to predict the behavior of the system onwards and, since he has access to the source code of the system, he knows this is the case. At such point the attacker can safely stop his observation of the system, and thus in this sense the scenario terminates.

On the extreme this means that a program that outputs the product of 3 and 7 is already terminated, since it does not depend on any secret and its behavior is completely predictable. Similarly, a password authentication does not leak any information to the attacker that knows the password, so in this sense the scenario is completely predictable to the attacker and can be already considered to be terminated. This does not hold for an attacker that does not know the password.

This simplification allows us to abstract many uninteresting details of the computation and to avoid known problems in characterizing non-termination of programs. Note
that in this sense the non-terminating program example proposed by Smith [86] actually terminates, since its Markov chain representation has finite entropy.

### 4.2.2 An Implicit Flow Example

We apply the modeling technique above to a classical academic example of information leakage [63]. A process has two variables, the low-level variable $l$ and the high-level variable $h$, both of size 2 bits. The source code of the process is the following:

```plaintext
l := 0;
while (l != h) do
    l = l + 1;
odo
```

When the process terminates, $l$ will have exactly the same value as $h$, even if no assignment like $l := h$ exists. This is known as implicit flow, and is what we are interested in capturing.

We model the process as an MDP with the semantics explained above. The resulting MDP $\mathcal{P}$ is shown in Fig. 4.3a, where we are showing only the if states and the terminating states to avoid clutter. The notation $h=0123$ means that the set of allowed values for $h$ in the state is $\{0, 1, 2, 3\}$; remember that at this point we still do not have a probability distribution on the values of $h$, as it is part of the encoding of the attacker. Similarly, the transitions from the if states are labeled with the guard of the if and its negation, but we cannot compute the probability for such guards yet.

Now we specify the attacker. We encode an attacker that has no prior information about the values of the secret except that is contained in a 2-bit variable. The attacker can observe the value of the variables only at termination, so all states except the starting state and the terminating states are hidden to him. Finally, the attacker can only observe the parity of the variable $l$, so he can discriminate only states where $l$ is even from states where $l$ is odd. This means that the attacker is $\mathcal{A} = (I_A, R_A)$ where $I_A = \{0, 1, 2, 3\}$ and $R_A = \{(S_0, S_1, S_2, S_3, S_4, S_5, S_6, S_7)\}$.  

---

1 the full MDP has 16 states, most of which have a single transition with probability 1.
First we apply the prior information $I_A$. Having a probability distribution over the values of $h$ allows us to compute the distribution at each state by normalizing the prior distribution on the allowed values of the state. Consequently we can compute the probability for each guard to be true in each state and transform the MDP in the Markov chain $C$ shown in Fig. 4.3b.

We hide the states in $T = (S_1, S_3, S_5)$ and redistribute the transition probabilities accordingly between the remaining states, obtaining the reduced model in Fig. 4.4c. Note that since we have hidden all internal states what is left is just a single step distribution from the starting state to the final states.

We want to compute the attacker’s quotient according to the discrimination relation $R_A$. It has three equivalence classes, corresponding to the states in which $l$ is undefined (labeled $\emptyset$), even (labeled even) and odd (labeled odd). We label the states of the chain according to their equivalence class; this is shown in Fig. 4.4d. Finally we compute the actual quotient, depicted in Fig. 4.4e.

Since the process is deterministic, the leakage is the entropy of the attacker’s quotient, in this case 1 bit.

### 4.3 Channel Capacity of a Specification

Channel capacity is the maximum amount of information that a channel can transfer. In information leakage it is used to compute the maximum amount of information that an attacker can infer among all attackers with the same observational powers but different prior information about the secret.

We want to raise the level of abstraction to reason at the level of the protocol specification. A specification is more general than a process in the sense that it describes the behavior that the system should have but leaves space for a developer to choose how to implement it. For instance, in our models above we have assumed that the secret has a fixed length, known to the attacker. Such assumption is appropriate for a process-attacker scenario, but not general enough to be considered a specification: the implementer should be free to choose the length of the secret to fit his needs.

#### 4.3.1 IMC Model of a Specification

We need different models to model protocol specification, since the Markov chains and MDPs we used until now assume a fixed secret length. For instance, it is evident that
the size of the MDP model in Fig. 4.4a depends on the size of the secret. How would we specify the behavior of the system independently of the size of the secret?

What the system does is initialize a low-level variable \( l \) to zero and then increase it until it matches a high-level variable \( h \). Its control flow graph is shown in Fig. 4.5a.

The only nondeterministic state is \( S_1 \), where the transition depends on the values of \( l \) and \( h \). Alas, we have no information about the values of the two variables in this state, so it is impossible to define transition probabilities for the two transitions. The only information we have is that \( P(l = h) + P(l \neq h) = 1 \) from probability theory. The actual probabilities will depend on how the implementer implements the specification and on the prior information the attacker knows about the secret variable.

Still, it is possible to obtain interesting results even from such an abstract model of the system. Figure 4.5b shows the specification encoded as an Interval Markov Chain. IMCs are commonly used to model protocol specifications. The transition probabilities are left underspecified to model the fact that some choices about how to implement the system are left open to the implementer.

For an IMC specification there exist an infinite number of Markov chain implementations, as recalled in Chapter 2. Each of the MC implementations represent a scenario, meaning the choice of the underspecified elements of the secret (like the length of the secret) and the choice of an attacker to observe the system. In our subsequent analysis we will obtain results that are valid over all scenarios, thus all possible implementations when observed by all possible attackers. We will assume that the IMCs we work with are coherent a defined in Section 2.2.2, as this does not change the implementations and can be enforced in polynomial time.

Our goal is to compute the channel capacity of the IMC specification, meaning the highest leakage than can be attained by any system-attacker scenario. For simplicity, in this section we will only work with deterministic models. Thus leakage corresponds to entropy, and we want to find the Markov chain implementation with maximal finite entropy among the ones implementing the IMC. We start by determining whether such implementation actually exists, and what does it mean when it doesn’t.

### 4.3.2 Existence of a Maximum Entropy Implementation

Since a specification has an infinite set of possible implementation, it is possible that an implementation maximizing entropy does not exist. We provide an algorithm to determine whether a given IMC has a maximum entropy implementation with finite entropy.

The algorithm is based on the concept of end component. In a Markov chain, an end component is a subset of states of the chain such that once one of them is visited then no state outside the subset will ever be visited again [67]. End components are crucial
Tag all states of $S$ as UNCHECKED;
Find the strongly connected components (SCCs) of the IMC (e.g. with Tarjan’s algorithm) and tag any state not in any SCC as TRANSIENT;
repeat
foreach SCC $C$ do
    Select a state $s \in C$ tagged UNCHECKED;
    if $\forall t \in S \setminus C. \hat{P}_{s,t} = 0 \land \sum_{u \in C} \hat{P}_{s,u} \geq 1$ then
        Tag $s$ as ENDCOMPONENTSTATE;
    else
        $C \leftarrow C \setminus \{s\}$;
        Tag $s$ as TRANSIENT;
        foreach state $r \in C$ do
            if $\hat{P}_{r,s} \geq 0$ then
                Tag $r$ as UNCHECKED;
            end
        end
    end
end
until all states in any non-empty SCC are tagged as ENDCOMPONENTSTATE;

Algorithm 2: Find all maximal end components of an IMC.

to understanding the long-term behavior of Markov chains, since all states outside an end component will be visited only for a finite time [67]. An end component is said to be maximal if no other end components include it.

We extend the definition of end components to Interval Markov Chain. Intuitively, an end component of an IMC is a subset of the states of the IMC such that the subset is an end component of at least one of the implementations of the IMC. For the definition of connectedness in IMCs refer to Section 2.2.2; intuitively, two states are connected in an IMC if they are connected in at least one implementation.

**Definition 4.3.1.** Given an IMC $\mathcal{I} = (S, s_0, \hat{P}, \check{P})$, a set of states $R \subseteq S$ is an end component of $\mathcal{I}$ if the following holds:

1. $R$ is strongly connected;
2. $\forall s \in R, t \in S \setminus R. \check{P}_{s,t} = 0$;
3. $\forall s \in R. \sum_{u \in R} \hat{P}_{s,u} \geq 1$.

**Corollary 4.3.2.** For an IMC $\mathcal{I} = (S, s_0, \hat{P}, \check{P})$, if $R \subseteq S$ is an end component of $\mathcal{I}$ then there is an implementation of $\mathcal{I}$ in which $P(X_{n+1} \notin R | X_n \in R) = 0$.

While finding the end components of a Markov chain can be easily accomplished by Tarjan’s algorithm [67], for an IMC the solution is not immediate, since a subset of states may be an end component for some implementations but not for others.

Algorithm 2 finds all maximal end components of a coherent IMC. It first identifies all candidate end-components and their complement—the obviously transient states; then it propagates transient states backwards to their predecessors who cannot avoid reaching them. The predecessors are pruned from the candidate end-components and the procedure is iterated until a fixed point is reached.
Lemma 4.3.3. Algorithm 2 runs in polynomial time, and upon termination the states of the IMC are tagged as \textsc{endcomponentstate} if they are part of any maximal end component, and tagged as \textsc{transient} otherwise.

Remember from Chapter 2 that a state \( s \) of an IMC is said to be \textit{deterministic} if there exist a state \( t \) such that \( \hat{P}_{s,t} = 1 \), and \textit{stochastic} otherwise. A state is deterministic iff its local entropy equals to zero in any implementation of the IMC.

Now that we have determined which states of the IMC are in an end component, we can determine whether there is a maximum entropy implementation for the IMC. For each state in an end component there is at least an implementation in which the state gets visited an infinite number of times, thus having infinite residence time. If the state can have positive local entropy in one of these implementation then such implementation will have infinite entropy by Corollary 4.2.3, thus clearly no maximum entropy implementation with finite entropy exists.

Note that we have no guarantee that a state in an end component will have positive local entropy and infinite residence time in the same implementation. Consider state \( S_1 \) in Fig. 4.5b. State \( S_1 \) has infinite residence time iff \( \hat{P}_{S_1,S_2} = 1 \), and positive local entropy iff \( 0 < \hat{P}_{S_1,S_2} < 1 \), so there is no implementation in which both conditions are true. When this happens it is also true that there is no maximum entropy implementation with finite entropy, even though no single implementation has infinite entropy: in fact, the set of attainable entropies is unbounded. We will discuss this in Section 4.3.4.

For now we are interested on characterizing whether a maximum entropy implementation with finite entropy exists, and this is accomplished by the following theorem:

Theorem 4.3.4. Let \( \mathcal{I} = (S, s_0, \hat{P}, \hat{P}) \) be an IMC and \( S_\omega \) the union of all its end components. Then \( \mathcal{I} \) has no Maximum Entropy implementation iff a state \( s \in S_\omega \) is stochastic.

Since Algorithm 2 is polynomial, the condition in Theorem 4.3.4 can be verified in polynomial time.

4.3.3 Numerical Synthesis of a Maximum Entropy Implementation

If after verifying the condition in Theorem 4.3.4 we know that a maximum entropy implementation with finite entropy exists, we conclude that its entropy is the channel capacity of the specification, so we want to compute it.

Consider the simple authentication protocol of Fig. 1.1: the user inputs a password, and he gets accepted if the password corresponds to the secret held by the system and rejected otherwise. The probability that the password will get accepted depends on the size of the secret, i.e. on the number of possible passwords, and on the information that the attacker has about the secret. In the example of Fig. 1.1 the probabilities are computed assuming that the password is 64 bit long and the attacker has no prior knowledge over it. In the specification we do not want to fix any of these details, so we leave the probabilities undefined. The IMC model for this specification is shown in Fig. 4.6.

The maximum entropy implementation exists and is the one in which \( P_{S_0,S_1} = P_{S_0,S_3} = 0.5 \), with 1 bit of entropy. This proves that in no implementation and for
no attacker can this protocol specification leak more than 1 bit of information to the attacker.

Note that this does not guarantee that there is a single scenario with this leakage. In this example the leakage is 1 bit both if the secret is 1 bit and the attacker has no knowledge of it, and if the secret is 64-bit long and the attacker knows 63 of them.

Computing a maximum entropy implementation in general is not an easy task. Linear optimization algorithms like Bellman equations cannot be applied since the maximum entropy solution is in general not positional, as witnessed by the simple authentication example. We propose to use a numerical method to approximate it to an arbitrary precision.

Consider the transition probability \( P_{s,t} \) for each pair of states \( s, t \) as a dimension in a polytope. Allow it to take values in the interval \( [\hat{P}_{s,t}, \check{P}_{s,t}] \). We have produced a convex polytope with a quadratic number of dimensions in the size of the IMC. We add the constraints \( \forall s \in S. \sum_{t \in S} P_{s,t} = 1 \) to make sure that every points in the polytope corresponds to a Markov chain. Since the constraints are linear, the domain remains a convex polytope.

Note that since the IMC is coherent, the polytope will be nonempty. Apply a numerical method to maximize the entropy objective function with an arbitrary precision. Once a global maximum is found, the parameters \( P_{s,t} \) interpreted as a Markov chain give a maximum entropy implementation.

### 4.3.4 Infinite and Unbounded Entropy Implementation

We have shown that there are two different cases in which no maximum entropy implementation with finite entropy exists: when there are implementations with infinite entropy, and when every implementation has finite entropy but the set of attainable entropies is unbounded.

We can discriminate the infinite case from the unbounded case with a simple polynomial-time procedure. Consider the IMC to characterize. For each of its end components \( \mathcal{R} \) and each pair of states \( s \in \mathcal{R}, t \notin \mathcal{R} \) set \( \hat{P}_{s,t} = 0 \), then make the IMC coherent again with the coherence algorithm. This way we restrict the implementations to only the ones in which all connected components that can be closed are closed. Let \( S_{\omega} \) be the union of all end components in the resulting IMC. If all states in \( S_{\omega} \) are deterministic then we are in the unbounded case, otherwise we are in the infinite case. The idea is that since we forced all potentially recurrent states to be recurrent, if this forces them to be deterministic it means that there is no implementation in which they are both recurrent and non-deterministic.

Consider the infinite case, i.e. the specification allows for implementations with infinite entropy. Since we know from Section 4.2 that infinite entropy characterizes non-terminating processes, it means that some of the implementations of the specification are not guaranteed to terminate. Since the processes are deterministic, this means that the protocol depends and reveals an infinite amount of information, which is not possible with a finite secret. Thus either some implementations are non-terminating or they depend on an infinite secret; in both cases we cannot give guarantees on the amount of secret information leakage, thus the specification should be restricted to exclude these implementations.

Consider the unbounded case, i.e. every implementation has finite entropy but there is no maximum. Recall that the IMC specification in Fig. 4.5b is one such case. In these cases the unboundedness comes from the fact that the amount of information revealed is proportional to the size of the secret, and thus tends to infinity as the secret grows. In the
example in Fig. 4.5b the whole secret is always revealed via implicit flow, so for every implementation there is one with a larger secret that leaks more. These specifications should also be restricted to exclude implementations with unbounded entropy, as we are not able to give a security guarantee for the protocol.

### 4.4 Bibliographic Note

The modeling of protocols and specifications with Markovian models has been proposed in Paper A, limited to probabilistic models of deterministic processes, and formalized and extended to randomized protocols in Paper B. The rest of the chapter, including entropy computation for Markov chains and finding the maximum entropy implementation of a specification, is an extension of material presented in Paper A. Discussion about using MDPs for specification models instead of IMCs is also found in Paper A, together with some examples and proofs of all theorems and lemmata.
The idea of eternity is an illness of the spirit.

Lev Nikoláieviñ Tolstòj, cited in Maksim Gorkij, "Tales of Unrequited Love", 1923

The entropy of a Markov chain is finite if and only if the local entropy of its recurrent states is zero, as shown in Section 4.2.1. Absorbing Markov chains model terminating processes. In Chapter 4 we have shown how to compute the information leakage for terminating processes.

Non-terminating processes are modeled by non-absorbing Markov chain, thus having potentially infinite entropy. Nonetheless, it is not necessarily the case that the leakage of a non-terminating process is infinite. The finiteness of leakage depends on whether the secret is finite and whether the observation is finite. Only if both the secret and the observation are infinite can the leakage be infinite.

If the leakage of a non-terminating process is finite it can be computed. We show a procedure to compute it in Section 5.2. If the leakage is infinite it can still be interesting to know what is the average amount of leakage per time unit, known as leakage rate. We show how to compute it in Section 5.3. In Section 5.4.1 we provide an algorithm to compute amount of information that the system leaks in a given time. In Section 5.4.2 we prove that computing the amount of time required to leak a given amount of information is hard by reduction to Skolem’s problem.

This chapter contains unpublished research developed with Andrzej Wąsowski, Axel Legay, Pasquale Malacaria and Bo Friis Nielsen.

Consider the snippet of imperative code in Fig. 5.2. There is a secret bit \( h \). If \( h = 0 \) the program produces an infinite string of zeroes and ones with the same probability 0.5. If \( h = 1 \) the program also produces a string of zeroes and ones, but the probability that it will produce a zero is 0.75. An attacker may be able to observe this infinite string and infer information about the secret by studying the frequencies of zeroes and ones. Note that this program cannot be encoded as a finite channel matrix, as it has an infinite amount of possible outputs. This further shows the expressive power
<table>
<thead>
<tr>
<th>Secret size</th>
<th>Observation length</th>
<th>Leakage</th>
<th>Leakage rate</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite</td>
<td>Finite</td>
<td>Finite</td>
<td>0</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Finite</td>
<td>Infinite</td>
<td>Finite</td>
<td>0</td>
<td>Section 5.2</td>
</tr>
<tr>
<td>Infinite</td>
<td>Finite</td>
<td>Finite</td>
<td>0</td>
<td>Section 5.2</td>
</tr>
<tr>
<td>Infinite</td>
<td>Infinite</td>
<td>Pot. infinite</td>
<td>Finite</td>
<td>Section 5.3</td>
</tr>
</tbody>
</table>

Figure 5.1: Leakage of various process topologies

```plaintext
secret int1 h; // bit h is the secret
if (h==0) then
  observable int1 o:=0; // bit o is observable
  while (0==0) do
    random o:=randombit(0.5);
  od
else
  observable int1 o:=0; // bit o is observable
  while (0==0) do
    random o:=randombit(0.75);
  od
fi
return;
```

Figure 5.2: A non-terminating leaking program.

of the Markovian modeling we propose, as it is able to model both terminating and non-terminating processes.

In Chapter 4 non-terminating behaviour was just considered as a single observable “divergence” state. Here we want to refine this simplification and quantify what the attacker can infer about the secret by observing the infinite behavior of the system.

We distinguish four possible scenarios, according to whether the observation by the attacker is finite or infinite and whether the secret itself is finite or infinite. The case with finite observation over a program depending on a finite secret is the terminating case we considered in Chapter 4, while the others will be considered in this chapter.

When both observation and secret are infinite, we can compute the rate of leakage, i.e. the amount of information leaked for each observation. Much like we define information leakage in terms of mutual information, we will define information leakage rate in terms of mutual information rate. Intuitively, this quantifies the average amount of information the attacker infers for each observation over an infinite time. This is presented in Section 5.3. When only one of observation or secret is finite the leakage is finite but cannot be computed using the method of in Chapter 4, thus we provide a new technique in Section 5.2.

The cases are summarized in Fig. 5.1. In all cases we start the analysis by computing the Markov chain modeling the attacker-system scenario, first by using the MDP semantics as explained in Section 4.1.2, then modeling the attacker as explained in Section 4.1.3 and applying the prior information as explained in Step A of Section 4.1.4.
5.1 Finiteness of Leakage

The Markov chain semantics of the system models the joint behavior of all variables. To compute information chain leakage we are only interested in the secret and observable variables, so we can restrict to them only. We will assume for simplicity that the system has a single secret variable $h$ with uniform prior distribution and a single observable variable $o$, but the procedure does not change for multiple secret or observable variables. We remark that, even though the attacker can perform multiple observations, we do not model the case in which the attacker actually interacts with the system. In such case directed information would have to be used as the leakage metric instead of mutual information. We refer to Alvim et al. [4] for the details.

The behavior of the secret variable $h$ is modeled by the secret’s marginal process $C_{|h}$, and similarly the behavior of $o$ is modeled by the observer’s marginal process $C_{|o}$ and the joint behavior of the two variables by the joint marginal process $C_{|o,h}$. The following lemma proves that such marginals have a definite entropy value (eventually infinite). This is important because we will have to actually compute such entropies later.

**Lemma 5.1.1.** Let $C = (S, s_0, P)$ be a Markov chain and $v \in V$ a variable. Then $H(C_{|v})$ exists, either converging to a non-negative real number or diverging to positive infinity.

**Proof.** Since $H(C_{|v}) = \lim_{k \to \infty} H(v_1, v_2, ..., v_k)$ and $H(v_1, v_2, ..., v_k)$ is a monotonic non-decreasing non-negative sequence on $k$. 

We write $H(C_{|v}) < \infty$ if the limit converges, $H(C_{|v}) = \infty$ otherwise. Since leakage is computed as the mutual information $I(C_{|o}; C_{|h}) = \lim_{k \to \infty} I(o_1, ..., o_k; h_1, ..., h_k)$ and the sequence $I(o_1, ..., o_k; h_1, ..., h_k)$ is non-negative and monotonic non-decreasing in $k$, then leakage can also diverge to positive infinity.

**Lemma 5.1.2.** Let $C = (S, s_0, P)$ be a Markov chain and $o, h \in V$ two variables. Then $I(C_{|o}; C_{|h})$ exists, either converging to a non-negative real number or diverging to positive infinity.

**Proof.** Since $I(C_{|o}; C_{|h}) = \lim_{k \to \infty} I(o_1, ..., o_k; h_1, ..., h_k)$ and $I(o_1, ..., o_k; h_1, ..., h_k)$ is a monotonic non-decreasing non-negative sequence on $k$.

We write $I(C_{|o}; C_{|h}) < \infty$ if the limit converges, $I(C_{|o}; C_{|h}) = \infty$ otherwise. Chothia et al. proved that leakage is finite when the observation is infinite and the secret is finite in the point-to-point leakage setting [32, Theorem 1]. We state a similar result in our setting by showing that the leakage is finite when either the secret or the observation are finite:

**Lemma 5.1.3.** Let $C = (S, s_0, P)$ be a Markov chain with secrets and observations and $C_{|o}$ and $C_{|h}$ its marginals on the observable and secret variables, respectively. Then

$$H(C_{|o}) < \infty \lor H(C_{|h}) < \infty \Rightarrow I(C_{|o}, C_{|h}) < \infty$$

**Proof.** Recall that both $H(o_1, o_2, ..., o_k)$ and $H(h_1, h_2, ..., h_k)$ are monotonic non-decreasing non-negative sequences on $k$. Then if any of the two sequences converge, then the sequence $\min(H(o_1, o_2, ..., o_k), H(h_1, h_2, ..., h_k))$ is also a convergent monotonic non-decreasing non-negative sequence on $k$. Since $I(o_1, ..., o_k; h_1, ..., h_k)$ is also a monotonic non-decreasing non-negative sequence on $k$ and $\forall k \in \mathbb{N}$

$$I(o_1, o_2, ..., o_k; h_1, h_2, ..., h_k) \leq \min(H(o_1, o_2, ..., o_k), H(h_1, h_2, ..., h_k))$$

then the sequence $I(o_1, o_2, ..., o_k; h_1, h_2, ..., h_k)$ converges also.
Intuitively, if \( H(C|o) < \infty \) and \( H(C|h) = \infty \) then there is an infinite number of secret bits but only a finite amount of observations we can analyze. In the opposite case where \( H(C|o) = \infty \) and \( H(C|h) < \infty \) we can analyze an infinite number of observations, but there is only a finite amount of secret bits to be discovered.

If either \( H(C|o) = \infty \) or \( H(C|h) = \infty \) then \( H(C|o, h) = \infty \), since \( H(X,Y) \geq \max(H(X), H(Y)) \). It follows that if either the observation or the secret are infinite, the formula \( I(C|o; C|h) = H(C|o) + H(C|h) - H(C|o, h) \) will produce an indeterminate form \( \infty - \infty \) and thus cannot be directly used to compute the leakage. Nonetheless, in both cases leakage has a finite value by Lemma 5.1.3.

5.2 Non-terminating Processes with Finite Leakage

To compute the value of the leakage, consider that the entropies of the marginals are limit computations, since \( H(C|o) = \lim_{k \to \infty} H(v_1, ..., v_k) \). This allows us to compute mutual information using the limit of the entropies of the marginal processes:

\[
I(C|o; C|h) = \lim_{k \to \infty} I(o_1, ..., o_k; h_1, ..., h_k) = \lim_{k \to \infty} (H(o_1, ..., o_k) + H(h_1, ..., h_k) - H(\{o, h\}_1, ..., \{o, h\}_k))
\]

The limit above computes information leakage in any case, but is not always the most efficient option available. When it is known that the secret (resp. observation) is finite, it is more efficient to use the formula \( I(C|o; C|h) = H(C|h) - H(C|h|C|o) \) (resp. \( I(C|o; C|h) = H(C|o) - H(C|o|C|h) \)). Also, in some cases the marginals may actually be Markov chains. In these cases it is possible to compute their entropy in polynomial time in the size of the chain [14], thus avoiding the computation of one of the limits above.

5.2.1 Solved Example: a Non-terminating Program on a Finite Secret

We now solve a case in which the secret is finite and Markovian and the observation infinite. Consider again the program in Fig. 5.2 with a secret bit \( h \). If \( h \) is 0 the program produces an infinite string of zeroes and ones with the same probability 0.5, starting
with a zero. If $h$ is 1 the program also produces a string of zeroes and ones starting with a zero, but the probability that it will produce a zero is 0.75.

An attacker may be able to observe this infinite string and infer information about the secret by studying the frequencies of zeroes and ones. Reasonably, an attacker observing the output for an infinite time would be able to decide whether the frequency of zeroes is 0.5 or 0.75 and infer the value of $h$ consequently.

The Markov chain semantics for it is shown in Fig. 5.3a. Since conveniently $h_1 = h_2 = h_3 = ...$ we will just call it $h$. The behavior of $h$ is modeled by the Markov chain in Fig. 5.3b, and its entropy is $H(h) = 1$ bit. Then $H(C|h)$ corresponds to

$$H(h|o_1, ..., o_k) = \lim_{k \to \infty} H(h|o_1, ..., o_k)$$

We compute $H(h|o_1, ..., o_k)$ for $k \to \infty$. Note that at time 1 $o$ is always 0, then it changes randomly depending on the value of $h$. We will write down the joint distribution of $h$ and $o$ as a function of $k$ and use it to compute the marginal over $o$ and finally the conditional entropy.

The joint distribution of $h$ and $o$ is shown in Fig. 5.4. For compactness we do not represent the cases with probability 0 in Fig.5.4cd, i.e. all the cases in which $o_1 = 1$.

Now let $w^k \in \{0, 1\}^k$ be a sequence of $k$ bits. Consider the formula for conditional entropy:

$$H(h|o_1, ..., o_k) = \sum_{w^k \in \{0, 1\}^k} P(o_1, ..., o_k = w^k)H(h|o_1, ..., o_k = w^k)$$

In our case it holds that

$$H(h|o) = \lim_{k \to \infty} H(h|o_1, ..., o_k) = 0$$
thus

\[ I(o; h) = H(h) - H(h|o) = 1 - 0 = 1 \text{ bit} \]

The leakage of the program in Fig. 5.2 is 1 bit, proving that an attacker able to analyze the bit streams produced by the system will eventually learn the value of the secret \( h \) with an arbitrary confidence. Note that this considers an attacker able to observe the system for an infinite amount of time.

More importantly, note that the marginal distribution \( C|o \) of \( o \) is not a Markov chain. This depends on the fact that the joint distribution depends also on the information that the attacker has about \( h \), so while the attacker gathers information about \( o \) and \( h \) the joint distribution changes and thus the marginal distribution of \( o \) changes also. Nonetheless, the marginal distribution is a sum of Markovian processes, and thus can be represented in a closed form like the one in Fig. 5.4d.

In Section 5.3 we study the average leakage per time unit, and show that it is a useful measure only if both the secret and the observation are infinite. When either is finite it is more interesting to ask how long will it take for the attacker to gather enough information to convince himself of the value of the secret, or, similarly, how much leakage we can expect from this program in a given amount of time. Both questions are investigated in Section 5.4.

5.3 Leakage Rate of a Markov Chain

In the case in which \( H(C|o) = \infty \) and \( H(C|h) = \infty \), i.e. when the secret is an infinite number of bits and the observer can observe it for an infinite time, then the leakage \( I(o, h) \) can be infinite. In this case we do not try to calculate it, but instead we calculate how much information the process leaks for each time step. This quantity is known as leakage rate, and corresponds to the mutual information rate of the secret and observable. Mutual information rate is introduced by Shannon as rate of actual transmission \cite{82} and studied in the fields of data transmission and dynamical systems \cite{7,9}.

Note that the computation of leakage as a rate over time assumes that the attacker is able to keep track of the discrete time, so in this section we will assume that every constant-time operation takes 1 time step. This can be equivalently stated as saying that all transitions between states of the Markov chain semantics represent observable steps.

To compute it, encode the process-attacker scenario with a Markov chain as shown in Section 4.1.2 and compute the joint, secret and attacker’s marginal. Then we can use the marginals to compute leakage rate by applying the following definition:

**Definition 5.3.1.** Let \( C = (S, s_0, P) \) be a Markov chain and \( C|o \), \( C|h \) and \( C|o,h \) its marginals on \( (o, h) \), \( o \) and \( h \) respectively. Then the leakage rate \( \bar{I} \) is defined as

\[
\bar{I}(C|o; C|h) = \bar{H}(C|o) + \bar{H}(C|h) - \bar{H}(C|o,h)
\]

Leakage rate can also be computed as a limit, since

\[
\bar{I}(C|o; C|h) = \lim_{k \to \infty} \frac{I(o_1, ..., o_k; h_1, ..., h_k)}{k}
\]

\[
= \lim_{k \to \infty} \frac{H(o_1, ..., o_k) + H(h_1, ..., h_k) - H((o, h)_1, ..., (o, h)_k))}{k}
\]

when the limit exists.
**Data:** A Markov Chain \( \mathcal{C} = (S, s_0, P) \), its set \( T \subseteq S \) of transient states, one of its closed communicating classes \( R_i \).

**Result:** The expected residence time rate \( \bar{\xi}_r \) for each state \( r \in R_i \).

1. Let \( Q_{s,R_i} \) be the probability of eventually visiting \( R_i \) from state \( s \in S \);
2. **foreach** \( s \in S \setminus T, R_i \) **do**
   3. \( Q_{s,R_i} \leftarrow 0; \)
3. **end**
4. **foreach** \( r \in R_i \) **do**
   5. \( Q_{r,R_i} \leftarrow 1; \)
5. **end**
6. Let \( E \) be a system of linear equations;
7. **foreach** \( t \in T \) **do**
   8. Add to \( E \) the equation \( Q_{t,R_i} = \sum_{r \in R_i} P_{t,r} + \sum_{u \in T} P_{t,u} Q_{u,R_i}; \)
9. **end**
10. Solve the system \( E \) to obtain \( Q_{t,R_i} \) for each \( t \in T \);
11. Let \( \pi^{(\infty)}_{R_i} = \sum_{s \in S} \pi^{(0)}_s Q_{s,R_i} \) be the probability that the Markov chain will eventually visit \( R_i \);
12. Let \( E' \) be a system of linear equations;
13. **foreach** \( r \in R_i \) **do**
   14. Add to \( E' \) the equation \( \bar{\xi}_r = \sum_{r' \in R_i} \bar{\xi}_{r'} P_{r',r}; \)
15. **end**
16. Solve the system \( E' \) under the condition \( \sum_{r \in R_i} \bar{\xi}_r = \pi^{(\infty)}_{R_i} \) to obtain \( \bar{\xi}_r \) for each \( r \in R_i \);

**Algorithm 3:** Compute the expected residence time rate for all the states of a closed communicating class of a Markov chain.

Generally both entropy and leakage rate could be infinite, for instance for a program that leaks 1 bit at time 1, 2 bits at time 2, and so on, the leakage rate would be infinite. Since we postulated that there exists a very large but finite maximum size \( M \) for the variables declared in the system, it is impossible to declare an unbounded amount of secret or observable bits on each step of the program execution. We do not think that this restriction limits significantly the programs that can be analyzed, while guaranteeing that the entropy and leakage rate do not diverge to positive infinity is a significantly useful result. Both entropy rate and leakage rate may still oscillate, even though since they are defined in terms of Cesàro limits this happens only in pathological cases. We do not expect these cases to be common in normal secret-dependent systems, and leave finding a meaningful measure of leakage for this cases an open problem. This reflects similar issues in related definitions of leakage rate \([32, 60]\).

A case in which both entropy and leakage rate exist is when the marginal processes modeling the behavior of the observable and secret variables are both Markovian. Intuitively, this happens when the secret gets periodically replaced with a new one, and thus the information the attacker has on it is reset to the prior information. We will show this with an example in Section 5.3.1.

When any of the marginal is a Markov chain it is possible to compute its entropy more efficiently. We provide an algorithm to compute the entropy rate of a Markov Chain \( \mathcal{C} = (S, s_0, P) \). Note that the algorithm terminates only on finite state Markov chains, so it cannot be applied to non-Markovian processes, like non-Markovian marginals. The
Data: A Markov Chain $C = (S, s_0, P)$, its closed communicating classes $R_1, ..., R_k$, the expected residence time rate $\bar{\xi}_s$ of each state $s \in S$.

Result: The entropy rate $\bar{H}(C)$

```
1 $\bar{H}(C) \leftarrow 0$;
2 foreach closed communicating class $R_i$ do
3   foreach $s \in R_i$ do
4     $L(s) \leftarrow -\sum_{t \in R_i} P_{s,t} \log P_{s,t}$;
5   $\bar{H}(C) \leftarrow \bar{H}(C) + \bar{\xi}(s)L(s)$;
6 end
7 end
```

Algorithm 4: Compute the entropy rate of a MC.

The algorithm uses the concept of closed communicating classes (CCC) of a MC, introduced in Definition 2.2.1. The entropy rate of a Markov chain with a given initial probability distribution exists and is unique [36].

Let $R_1, ..., R_k$ be the distinct closed communicating classes of $C$ and $T$ the set of states not in any closed communicating class. For each state $t \in S$ let $\pi_t^{(0)}$ be its starting probability. To compute entropy rate we will also define the expected residence time rate in a state of the Markov chain:

**Definition 5.3.2.** Let $C = (S, s_0, P)$ be a Markov chain. Then for each state $s \in S$ we define the expected residence time rate $\bar{\xi}_s$ of $s$ as

$$\bar{\xi}_s = \lim_{k \to \infty} \frac{\sum_{i=1}^{k} P_{s_0,s}^i}{k}$$

Algorithm 3 computes the expected residence time rate of each state of a closed communicating class of a Markov chain. Its correctness and worst-case time complexity are established in Theorem 5.3.3. It can be ran for each CCC to obtain $\bar{\xi}_r$ for each state $s \in S \setminus T$, which is sufficient since $\bar{\xi}_t$ is zero for each state $t \in T$.

**Theorem 5.3.3.** Algorithm 3 terminates in polynomial time in $|S|$ and when it does it returns the expected residence time rate $\bar{\xi}_r$ for each $r \in R_i$.

**Proof.** For each state $s \in S$ let

$$Q_{s,R_i} = \lim_{n \to \infty} P(X_n \in R_i | X_0 = s)$$

Then it holds that

$$\pi_{R_i}^{(\infty)} = \lim_{n \to \infty} P(X_n \in R_i) = \sum_{s \in S} \pi_s^{(0)} Q_{s,R_i}$$

We start by calculating $Q_{s,R_i}$ for each state $s \in S$. Recall that $\forall n. P(X_n \notin R_i | X_{n-1} \in R_i) = 0$ by Def. 2.2.1. Then clearly $\forall r \in R_i. Q_{r,R_i} = 1$ and $\forall s \in S \setminus T, R_i. Q_{s,R_i} = 0$. It remains to calculate $Q_{r,R_i}$ for the transient states $t \in T$. This
is accomplished by noting that

$$Q_{t,R_i} = \lim_{n \to \infty} P(X_n \in R_i | X_0 = s)$$ (by def. of Q)

$$= \lim_{n \to \infty} \sum_{r \in R_i} P^n_{s,r}$$ (by Kolmogorov-Chapman equations)

$$= \sum_{u \in S} P_{t,u} \lim_{n \to \infty} \sum_{r \in R_i} P^{n-1}_{u,r}$$ (extruding the first element of the sum)

$$= \sum_{u \in S} P_{t,u} Q_{u,R_i}$$ (by def. of Q)

producing a system of $O(|S|)$ linear equation. Solving it allows to compute $Q_{t,R_i}$ for the transient states $t \in T$, giving us all $Q_{s,R_i}$ and thus allowing us to compute $\pi_{R_i}^{(\infty)}$.

Now consider the stationary distribution $\mu$ of the chain. Since the chain is not necessarily ergodic then $\mu$ depends on $\pi_{R_i}^{(0)}$, but it is unique given $\pi_{R_i}^{(0)}$. Also since each $R_i$ is irreducible we can compute the stationary distribution of each of them independently under the condition that $\sum_{r \in R_i} \mu_r = \pi_{R_i}^{(\infty)}$ by solving the system of equations

$$\forall r \in R_i \cdot \xi_r = \sum_{r' \in R_i} \xi_r \cdot P_{r',r}$$

Note that since $\mu_s = \lim_{k \to \infty} P_{s_0,s}^k$ then

$$\xi_s = \lim_{k \to \infty} \frac{\sum_{i=1}^k P_{s_0,s}^i}{k} \rightarrow \mu_s$$

by Cesàro limit theorem, thus $\forall s \in S. \mu_s = \xi_s$ completing the proof of correctness.

For the time complexity, we have to solve $O(|S|)$ systems of $O(|S|)$ equations twice. Karmarkar’s algorithm solves linear programming problems in time $\sim O(n^{3.5})$, thus the final complexity is $\sim O(|S|^{4.5})$.

Algorithm 4 uses the expected residence time rates to compute the entropy rate of $C$, according to the formula $\bar{H}(C) = \sum_{s \in S} L(s) \xi_s$. We start by proving that the formula is correct.

**Lemma 5.3.4.** For an MC $C = (S, s_0, P)$ it holds that $\bar{H}(C) = \sum_{s \in S} L(s) \xi_s$.

**Proof.** Consider the chain rule for conditional entropy:

$$H(X_k | X_1, X_2, ..., X_{k-1}) =$$

$$= - \sum_{t \in S} \sum_{s_0 \in S} \cdots \sum_{s_{n-1} \in S} P(X_k = t, X_0 = s_0, ..., X_{k-1} = s_{k-1}) \cdot \log(P(X_k = t | X_1 = s_1, ..., X_{k-1} = s_{k-1}))$$

$$= \sum_{s \in S} \pi_s^{(k-1)} H(X_k | X_{k-1} = s) = \sum_{s \in S} \pi_s^{(k-1)} L(s)$$

Where $\pi_s^{(0)}$ is 1 if $s = s_0$ and 0 otherwise. We can see that the entropy at time $k$ is the sum on each state of the local entropy of the state multiplied by the probability to be in
that state at time \( k - 1 \). Applying this to the chain rule for joint entropy over an infinite time we have that

\[
\bar{H}(C) = \lim_{k \to \infty} \frac{1}{k} H(X_0, X_1, \ldots, X_k)
\]

(by def. 2.3.7)

\[
= \lim_{k \to \infty} \frac{1}{k} \left( H(X_0) + \sum_{i=1}^{k} H(X_k|X_0, X_1, \ldots, X_{k-1}) \right)
\]

(by chain rule of entropy)

\[
= \lim_{k \to \infty} \frac{1}{k} \left( 0 + \sum_{i=1}^{k} H(X_k|X_0, X_1, \ldots, X_{k-1}) \right)
\]

(since \( X_0 \) is Dirac)

\[
= \lim_{k \to \infty} \frac{1}{k} \left( \sum_{s \in S} \sum_{i=1}^{k} \pi_s^{(k-1)} L(s) \right)
\]

(as shown above)

\[
= \sum_{s \in S} \lim_{k \to \infty} \frac{1}{k} \left( \sum_{i=1}^{k} \pi_s^{(k-1)} L(s) \right)
\]

(since \( s \) does not depend on \( k \))

\[
= \sum_{s \in S} L(s) \left( \lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} \pi_s^{(k)} \right)
\]

(since \( L(s) \) does not depend on \( k \))

\[
= \sum_{s \in S} L(s) \xi_s
\]

(by def. 5.3.2)

The correctness and worst-case time complexity of Algorithm 4 are established in Theorem 5.3.5. Note that Algorithm 4 is a particular case of an algorithm to compute the expected infinite-horizon reward rate of a reward function defined on the transitions of the Markov chain.

**Theorem 5.3.5.** Algorithm 4 terminates in time \( O(|S|^2) \) and when it does it outputs the entropy rate \( \bar{H}(C) \) of \( C \).

**Proof.** Let \( L(s) = -\sum_{i \in S} P_{s,t} \log_2 P_{s,t} \) be the local entropy of state \( s \). The algorithm computes the entropy rate of \( C \) as \( \bar{H}(C) = \sum_{s \in S} L(s) \xi_s \). The correctness of the formula is shown in Lemma 5.3.4. Computing the local entropy of each state in time \( O(|S|^2) \) is trivial.

Having computed the entropy rates of the joint, secret and attacker’s marginals we can apply Definition 5.3.1 to obtain the leakage rate of the system.

### 5.3.1 Solved Example: Leaking Mix Node Implementation

We show an example of a program leaking an infinite amount of information and we compute its leakage rate using the method described above.
secret int3 inorder;
public int3 rand;
observable int3 outorder;
while (0==0) do
    assign inorder := [0,5];
    random rand := random(0,5);
    assign outorder := (inorder ^ rand)%6;
od
return;

Figure 5.5: A leaking implementation of a mix node.

A mix node [37] is a program meant to scramble the order in which packages are routed through a network, to increase the anonymity of the sender. Even if the packages are encrypted, some information about the sender could be inferred by observing the order in which they are forwarded. A mix node changes this order to a random one, thus making it harder for an attacker to connect each package to its sender.

A mix node waits until it has accumulated a fixed amount of packages, and then forwards them in a random order. If the exit order of the packages is independent from the entrance order, then no information about the latter can be inferred by observing the former. We will present an implementation of a mix node where the entrance and exit order are not independent and compute the rate of the information leakage.

The implementation of the mix node is shown in Fig. 5.5. This particular node waits until it has accumulated 3 packages and then sends them in a random order. Naming the packages A, B and C there are 6 possible entrance orders: ABC, ACB, BAC, BCA, CAB, and CBA. We will number them from 0 to 5.

In line 5 of the code a random number from 0 to 5 is assigned to the secret variable inorder, modeling the secret entrance order. Then in line 6 a random value uniformly distributed from 0 to 5 is assigned to the variable rand. Finally, in line 7 the bitwise exclusive OR modulo 6 of the variables inorder and rand is assigned to the observable variable outorder, which represents the order in which the packages exit from the mix node and is observable to the attacker. After producing an exit order the mix node receives three more packages in a new entrance order, scrambles them the same way and forwards them, and so on forever.

Assume that the prior distribution over the entrance order is uniform. The resulting probability distribution on the exit order is \( P(\text{outorder}) = \{0 \mapsto \frac{4}{18}, 1 \mapsto \frac{5}{18}, 2 \mapsto \frac{2}{18}, 3 \mapsto \frac{2}{18}, 4 \mapsto \frac{3}{18}, 5 \mapsto \frac{2}{18}\} \). This depends on the fact that bitwise OR and modulo operations do not preserve distribution uniformity. The value assigned to the exit order in line 7 as a function of the entrance order and random variable is shown in the table in Fig. 5.6.

The Markov chain semantics of the system has more than 300 states, so we do
We want to compute the leakage for an attacker that is able to observe the behavior of the system relevant to the secret and the observation. We show an iterated algorithm to compute the mutual information between \(X\) and \(Y\) for \(t < \infty\) time units. We abstract time by considering each time unit as a step in the evolution of the Markov chain modeling the system. The definition of mutual information from a time step in the evolution of the Markov chain to leak a given amount of information. These approaches are valid when the marginal processes are Markov chains; limit-based techniques have to be developed otherwise.

### 5.4 Bounded Time/Leakage Analysis

We consider two similar bounded approaches to the leakage problem: computing the leakage of a Markov chain within a given time frame, or computing how long it takes for the Markov chain to leak a given amount of information. These approaches are developed otherwise.

#### 5.4.1 Bounded Time

We want to compute the leakage for an attacker that is able to observe the behavior of the program for \(t < \infty\) time units. We abstract time by considering each time unit as a step in the evolution of the Markov chain modeling the system. The definition of mutual information from a time \(t_1\) to a time \(t_2 > t_1\) is as follows:

**Definition 5.4.1.** Let \(X_i\) and \(Y_i\) be two time-indexed probabilistic processes. Then the mutual information between \(X_i\) and \(Y_i\) from time \(t_1\) to time \(t_2\) steps is

\[
I(X_{t_1}, \ldots, X_{t_2}; Y_{t_1}, \ldots, Y_{t_2}) = H(X_{t_1}, \ldots, X_{t_2}) + H(Y_{t_1}, \ldots, Y_{t_2}) - H(X_{t_1}, \ldots, X_{t_2}, Y_{t_1}, \ldots, Y_{t_2})
\]

We will refer to it as \(I^{(t_1, t_2)}(X_i, Y_i)\) for simplicity.

Consider as usual the Markov chain \(C_{O,h}\) of size \(n\) encoding the behavior of the system relevant to the secret and the observation. We show an iterated algorithm to compute \(I^{(t_1, t_2)}(C_{O,h})\) in time \(O(t_2n^2)\).

The following theorem proves that Algorithm 5 computes \(I^{(t_1, t_2)}\):

**Theorem 5.4.2.** Algorithm 5 terminates in time \(O(t_2|S|^2)\) and when it does it outputs \(I^{(t_1, t_2)}\).

**Proof.** The algorithm uses a chain rule for mutual information. Let \(X_i\) and \(Y_i\) be two time-indexed Markovian probabilistic processes. Then

\[
I^{(t_1, t_2)}(X_i, Y_i) = \sum_{i=t_1}^{t_2} H(X_i | X_{i-1}, \ldots, X_{t_1}) + H(Y_i | Y_{i-1}, \ldots, Y_{t_1}) -
- H(X_i, Y_i | X_{i-1}, Y_{i-1}, \ldots, X_{t_1}, Y_{t_1})
\]

\[\approx 0.99564\]
This can be proved as follows:

\[ I^{(t_1, t_2)}(X_i, Y_i) = H^{(t_1, t_2)}(X_i) + H^{(t_1, t_2)}(Y_i) - H^{(t_1, t_2)}(X_i, Y_i) = \]

\[ = \sum_{i=1}^{t_2} H(X_i | X_{i-1}, ..., X_{t_1}) + \sum_{i=1}^{t_2} H(Y_i | Y_{i-1}, ..., Y_{t_1}) - \]

\[ - \left( \sum_{i=1}^{t_2} H(X_i | X_{i-1}, ..., X_{t_1}, Y_{i-1}, ..., Y_{t_1}) + H(Y_i | X_i, ..., X_{t_1}, Y_{i-1}, ..., Y_{t_1}) \right) \]

\[ = \sum_{i=1}^{t_2} H(X_i | X_{i-1}, ..., X_{t_1}) + \sum_{i=1}^{t_2} H(Y_i | Y_{i-1}, ..., Y_{t_1}) - \]

\[ - \sum_{i=t_1}^{t_2} H(X_i, Y_i | X_{i-1}, Y_{i-1}, ..., X_{t_1}, Y_{t_1}) \]

\[ = \sum_{i=t_1}^{t_2} H(X_i | X_{i-1}, ..., X_{t_1}) + H(Y_i | Y_{i-1}, ..., Y_{t_1}) - \]

\[ - H(X_i, Y_i | X_{i-1}, ..., X_{t_1}, Y_{i-1}, ..., Y_{t_1}) \]

The algorithm starts by computing the mutual information at time \( t_1 \), then updates it step by step until time \( t_2 \). The correctness of an update step comes from considering
that due to the Markov property it holds that
\[
H(X_i | X_{i-1}, ..., X_0) = H(X_i | X_{i-1}) = \sum_{s \in S} \pi_s^{(i-1)} L(s)
\]

The algorithm clearly terminates for a finite \(t_2\) and \(|S|\). The computation of the marginals can be solved in \(O(|S|^2)\), while the probability distributions at time \(t_1\) require time \(O(t_1|S|^2)\), dominating the cost of the other operations before the for cycle. Inside the cycle the operations have cost \(O(|S|^2)\) and the cycle gets repeated \(t_2 - t_1\) times, bringing the total cost to \(O(t_2|S|^2)\).

Note that Algorithm 5 is pseudopolynomial, as it depends not only on the size of the chain but also on the parameter \(t_2\). Also note that due to the Markov property it holds that \(I(t_1, t_2) = I(t'_1, t'_2)\) whenever \(\pi_{t_1}^{|o,h|} = \pi_{t'_1}^{|o,h|}\) and \(t_2 - t_1 = t'_2 - t'_1\).

5.4.2 Bounded Leakage

We want to determine how many time units it takes for the system to leak a given amount \(c\) of bits of information. The problem is more complex than the similar one analyzed in the previous section, since leakage is a complex function of the behavior of the system in time and finding a way to bound or reverse it is not obvious.

We start by considering the qualitative version of the problem: does there exist a time \(t\) such that \(I(C, O) \geq c\)? To answer we note that the leakage is a non-decreasing function, so if the answer is yes then it will remain greater than \(c\) for each time \(t' \geq t\). This allows us to answer the qualitative question by computing the leakage on the infinite time horizon as shown in Section 5.2; let it be \(l^\infty\). Then we have three cases:

- \(l^\infty < c\) Then there is no time \(t\) such that the leakage is \(c\)
- \(l^\infty > c\) Then there is a finite time \(t\) such that the leakage is \(c\)
- \(l^\infty = c\) Then the system leaks \(c\) bits on the infinite time horizon but we have no guarantee that this amount will be reached in finite time.

In the case in which \(l^\infty \geq c\) we can ask the quantitative question, i.e. at what time \(t\) the system will have leaked at least \(c\) bits. If \(l^\infty > c\) we know that such time \(t\) exists, while if \(l^\infty = c\) it may not. We will define the bounded leakage problem as follows: given a Markov chain \(C = (S, s_0, P)\) labeled with secrets and observations and a positive real number \(c\), determine if there exists a finite time \(t\) such that the information leakage of the chain at time \(t\) is exactly \(c\).

The problem is harder than it seems. For deterministic programs, it has been shown by Terauchi that it is not a k-safety property for any \(k\) [89]. The problem has also been addressed computationally by Heusser and Malacaria [45]. For randomized programs, we will show that the problem can be reduced from Skolem’s problem [73]. While smaller instances have been shown to be decidable, the full decidability of Skolem’s problem is still an open question [42, 74].

Akshay et al. [3] show that Skolem’s problem is equivalent to the following: given a Markov chain \(C = (S, s_0, P)\), a state \(s\) and a probability \(r\) determine whether there is a time \(t\) such that \(\pi_s^{(t)} = r\). We will call this Skolem’s Markov chain reachability problem. Intuitively, information leakage is a harder problem than reachability, as formally stated by the following theorem:
Theorem 5.4.3. Let \( \mathcal{A} \) be an algorithm deciding the bounded leakage problem. Then \( \mathcal{A} \) decides Skolem’s Markov chain reachability problem.

Proof. We show a reduction to the bounded leakage problem from Skolem’s Markov chain reachability problem.

Consider an instance of Skolem’s Markov chain reachability problem, i.e. a Markov chain \( \mathcal{C} = (S, s_0, P) \), a state \( s \) and a probability \( r \). Label state \( s \) with the information \( h = 0, o = 0 \) and all other states with the information \( h = [0, 1], o = 1 \), for a secret variable \( h \) and an observable variable \( o \). Then being in state \( s \) gives us exactly 1 bit of information over \( h \), while no other state gives any information.

Let \( I(o; h)^k \) be the mutual information between \( o \) and \( h \) at time \( k \in \mathbb{N} \). Let \( p_k \) be a path in \( \mathcal{C} \) of length \( k \), \( p_k(s) \) a path in \( \mathcal{C} \) of length \( k \) ending in state \( s \), and \( p_k(\neg s) \) a path in \( \mathcal{C} \) of length \( k \) not ending in state \( s \). Then it holds that

\[
I(o; h)^k = H(h) - H(h|o_1, \ldots, o_k) \quad \text{(by def. of } I(o; h)^k \text{)}
\]

\[
= 1 - H(h|o_1, \ldots, o_k) \quad \text{(since } H(h) = 1 \text{ by construction)}
\]

\[
= 1 - \sum_{p_k(s_0, s) \in S^k} P(p_k(s_0, s)) H(h|o_1, \ldots, o_k = p_k(s_0, s)) \quad \text{(since } H(h|o_1, \ldots, o_k = p_k(s_0, s)) = 0 \text{)}
\]

\[
= 1 - \sum_{p_k(\neg s) \in S} P(p_k(\neg s)) \quad \text{(since } H(h|o_1, \ldots, o_k = p_k(t)) = 1 \text{ for } t \neq s \text{)}
\]

\[
= 1 - \sum_{p_k(s) \in S} P(p_k(s)) \quad \text{(since the events } X_k = s \text{ and } X_k \neq s \text{ are complementary)}
\]

\[
= 1 - (1 - P^{(k)}_{s_0, s}) \quad \text{(by definition of } P^{(k)}_{s_0, s} \text{)}
\]

proving that the leakage at time \( k \) is equivalent to the reachability probability of state \( s \) at time \( k \). Thus if we had a way to determine whether the leakage of the system at some time \( t \) is \( r \) bits we would conclude that \( \pi_s(t) = r \), deciding Skolem’s Markov chain reachability problem. Thus we conclude that determining whether there is a time \( t \) such that the leakage of the system is a given value is at least as hard as deciding Skolem’s problem. \( \square \)
Chapter 6

The QUAIL Quantitative Analyzer

“Civilization advances by extending the number of important operations which we can perform without thinking of them.”

Alfred North Whitehead, An Introduction to Mathematics, 1911

The QUAIL tool implements the analysis techniques we introduced in Chapter 4. In particular, it is able to compute the information leakage of a randomized program written in an imperative language when observed by an ignorant attacker. In models the case in which the attacker can observe the values of the observable variables after the termination of the program. If the program does not necessarily terminate, it is assumed that the non-termination of the program is one of the possible observable outcomes.

6.1 Preliminaries

6.1.1 QUAIL Imperative Language

QUAIL supports a simple but powerful imperative WHILE language. The language includes constants and array declarations, but not function declarations.

Variable declarations

All variables in QUAIL are fixed sized integers. We force them to be declared at the beginning of the program to ensure that the analysis terminates and to simplify scoping. Variables are declared in one of the four following types: public, private, secret and observable.

Public and observable variables have an explicit value during the computation. They represent variables whose value is known at computation time. The only difference between public and observable variables is that the attacker can discriminate states that have different values of the latter but not of the former. Public and observable variables can be manipulated using standard arithmetic operators.
Public and observable variables are declared as follows:

```
public int4 v;
```

or

```
observable int4 v;
```
declares a 4 bits integer variable whose name is \(v\), either public or observable.

```
public int4 v := 5;
```
declares \(v\) and initializes it to value 5. Any expression can be used to initialize a variable, provided that the variables used in the expression are public or constants and have been previously declared. Since QUAIL does not support function declaration there is a single variable scope. Declaring multiple variables with the same name is consequently forbidden.

Private and secret variables represent variables that do not have a known fixed value, but instead a uniform probability distribution over a set of values. The set of values is represented as a sequence of integer intervals, thus for instance the set \(\{0, 1, 2, 3, 5, 6, 8, 9, 10, 13\}\) would be represented as \([0, 3][5, 6][8, 10][13, 13]\).

The difference between private and secret variables is that the information leakage is only computed on the latter, while knowing the exact value of the former is considered to be information that is not interesting to the attacker.

Private and secret variables cannot be used in assignment and expressions. They can only appear to the left of the operator in a guard. This is to restrict the leakage analysis to indirect flow of information, but direct flow can still be modeled if necessary.

Private and secret variables are declared as follows:

```
private int4 v;
```
or

```
secret int4 v;
```
declares a 4 bits integer variable whose name is \(v\), either private or secret.

```
private int4 v := [0,1][2,5];
```
declares \(v\) and restricts its range to the two intervals \([0,1]\) and \([2,5]\). Again any expression can be used in the bounds of the intervals.

QUAIL allows for the declaration of integer constants. Constants are declared as follows:

```
const N := 4;
```
They are replaced by their value during the preprocessing step.

**Arrays**

Variables can also be arrays of integers and multi-dimensional arrays. Arrays are declared before the integer type of a variable.

```
public array[7] of int4 tab;
```
declares a public variable \(\text{tab}\) that is an array of 4 bits integer of size 7 whose indexes range from 0 to 6, while
public array [1..7] of int4 tab;

declares tab as an array of size 4 whose indexes range from 1 to 7. The size of an array can be any expression that evaluates to an integer.

An array may be initialized with a set of initial values:

public array [1..4] of int4 tab := {1,1,2,2};

initializes tab such that tab[1] and tab[2] are equal to 1, while tab[3] and tab[4] are equal to 2. Private arrays can be initialized like any private variable, with a set of intervals:

private array [1..4] of int4 tab := [0,1];

In that case all the variables in the array are initialized to the same range of integers.

Expressions

Expressions are used in guards, assignments, variables initialization and arrays indexes. Binary operators (||, &, ^, +, - , *, / and %) and unary operators (~, !) can used. Classical operators precedence is assumed. For Boolean operations integer variables are considered as a true value if non null, and false if null. Only public and observable variables, constants and integers can be used in expressions.

Guards

Guards are limited to a single comparison between a variable on the left side (either public, or private, or constant, or an integer value) and an expression on the right side. Any comparison operator among <, >, <=, >=, == and != can be used.

Assignments

An assignment statement is written in the following manner:

assign v := expr;

where v is a public or observable variable (possibly with indexes) and expr is an expression containing no private or secret variables.

Random assignments

The program can use two types of random primitives to assign values to a variable.

random v := random(expr_min, expr_max);

assigns to a public variable v a random value, chosen between the values of expr_min and expr_max, with a uniform probability distribution.

random v := randombit(p);

where p is a float value lower than 1, assigns to a public variable v a random bit value, that is 0 with probability p, and 1 with probability 1 − p.
IF statements

IF conditional statements starts with the keyword if, possibly followed by elif and else, and ends with fi. The consequent statements are listed after the keyword then. For example the following structures are allowed:

```plaintext
if ( h <= l ) then assign v := 1;
fi

if ( h <= l ) then assign v := 1;
else assign v := 2;
fi

if ( h <= l ) then assign v := 1;
elif ( h == l ) then assign v := 2;
fi

if ( h <= l ) then assign v := 1;
elif ( h == l ) then assign v := 2;
eelif ( h == l + 1) then assign v := 3;
else assign v := 4;
fi
```

WHILE statements

Conditional WHILE loop starts with the keyword while, followed by a guard, and the statements included in the loop are listed between the keywords do and od. For example the following structure is allowed:

```plaintext
while ( h <= l ) do
assign l := 1;
assign v := 2;
end
```

FOR statements

A FOR loop can be used to iterate over all the elements of an array. The syntax is:

```plaintext
for ( v in tab ) do
assign v := v + 1;
end
```

The variable v is a local variable that must only be used inside the loop. It will take successively each value in the array tab. Note that if tab is a multi-dimensional array v is also an array.

Return statements

The program ends when a return statement is reached. Its syntax is simply:

```plaintext
return;
```
6.1.2 Attacker Encoding

QUAIL assumes that the attacker is ignorant, i.e. does not have any information about the value of the secret except in which range it is, e.g. from 0 to 7 for a 3-bit secret. Like all information-theoretical analysis we assume that the attacker has access to the source code of the system: assuming otherwise would invalidate the analysis in case the attacker was able to obtain or infer information about such code.

The assumption allows QUAIL to build directly the Markov chain model of the scenario, since whenever a prior distribution on the secret is encountered it can be assumed to be uniform.

The attacker is assumed to be able to start the program and observe the values of the output variables after the program’s termination. For this reason, all and only the internal states of the Markov chain are hidden during the hiding part of the modeling (see Chapter 4). If the program does not terminate, we assume that the attacker is able to recognize this, e.g. via a timeout. In this case the attacker knows that the program did not terminate but is not able to read any variable’s value.

For the discrimination relation, as we said the attacker is assumed to be able to observe only a given subset of the variables, that we call observable variables. The attacker can thus discriminate two states if and only if they differ in the value of any of the observable variables, while different states that assign the same values to the observable variables are impossible to discriminate for him.

To encode an attacker, the QUAIL user only has to specify which variables are the secret and which variables are observable to the attacker. The rest of the encoding is automatically handled by the tool.

6.2 Procedure

QUAIL’s analysis proceeds as explained in Chapter 4, with some improvements to make the process more streamlined and implementable.

Step 1: Preprocessing  In this step the imperative code gets rewritten in a simplified if-goto language, following common compiler practice. All if-elif-else-fi conditional statements and while loop statements are rewritten as follows:

- if-elif-else-fi statement

```plaintext
1 if CONDITION1 then STATEMENT1;
2 elif CONDITION2 then STATEMENT2;
3 else STATEMENT3;
4 fi
```

becomes

```plaintext
1 if CONDITION1
2 then goto 4;
3 else goto 6;
4 STATEMENT1;
5 goto 12;
6 if CONDITION2
7 then goto 9;
8 else goto 11;
9 STATEMENT2;
```
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goto 12; STATEMENT3;
...

• while statement

  while CONDITION do
  STATEMENT
  od

becomes

  if CONDITION
  then goto 4
  else goto 6
  STATEMENT
  goto 1
  ...

Also, array calls are substituted with single indexed variables and for statements rewritten to a sequence of commands on such variables. Finally, constants are substituted with their value. In this step we also add automatically a free command to signal when a variable is not used anymore and can be collected.

Step 2: Probabilistic Symbolic Execution  QUAIL symbolically executes the preprocessed code and builds an annotated Markov chain semantics of the program execution, as explained in Chapter 4. This step includes building the MDP model of the system and applying the prior information of the attacker to it: since we assume that the prior probability distribution over the values of the secret is uniform, encoding the ignorant attacker, we can build the Markov chain directly. Whenever a conditional guard is found QUAIL has sufficient information to compute the probability that the guard will be satisfied, and constructs two successor states, one if the guard is true and one if it is false, with appropriate transition probabilities. This is the most time-consuming step of the computation, since it requires building a full control flow graph of the system’s behavior and assigning probabilities to it. In the worst case the graph has exponential size in the size of the variables, but for most academic cases it has a reasonable size of thousands or tens of thousands of nodes. We apply on-the-fly reduction techniques like avoiding producing states that we know will be removed by the next step, but these do not significantly reduce the computation time of this step.

Step 3: State Hiding and Model Reduction  QUAIL assumes that the attacker can only observe the values of some variables at the end of the computation, thus all internal states of the system are to be hidden. We apply Algorithm 1 iteratively on all internal states until only the initial state and the output states remain. In this step we also detect nonterminating behavior and, if needed, we construct an output state modeling non-termination. This operation removes more than 90% of the states of the Markov chain model, in fact producing a Markov chain with a single probability distribution from the initial state to the output states. To make this operation as quick as possible, states are equipped with a list of their predecessors and successors.
Step 4: Quotienting In this step we construct three quotients of the Markov chain, as explained in Chapter 4. A quotient is obtained by merging together the states that correspond to the same equivalence class in a given equivalence relation, as explained in Chapter 2. The quotients are as follows:

- The attacker’s quotient represents the view that the attacker has of the system. It is obtained by merging together states that assign the same values to all and only the observable variables.

- The secret’s quotient represents the system as it depends on the secret. Its entropy is a measure of how much of the secret is actually used in the execution of the program. It is obtained by merging together states that assign the same sets of values to all and only the secret variables.

- The joint quotient represents the joint behavior of the observable variables and secret variables. It is obtained by merging together states that assign the same values and sets of values to the observable and secret variables.

To speed up the process, QUAIL drops the information about the variable assignments in the states of the quotients. Such information is not needed to perform the rest of the analysis.

Step 5: Entropy and Leakage Computation Finally, QUAIL computes the entropy of the three quotients using Theorem 4.2.2 in linear time in the size of the quotients. The three computations are independent and can be parallelized. The information leakage is then computed as the sum of the entropies of the attacker’s and secret’s quotients minus the entropy of the joint quotient, as explained in Chapter 4. QUAIL outputs the result with the requested amount of significant digits. If requested, the tool also prints any of the Markovian models it has produced during the analysis.

6.3 Case Studies

We show how to analyze a number of protocols and academic examples with QUAIL. For each example we show the commented source code we used to encode it and comment on the results and variants.

6.3.1 Simple Authentication

In this basic example the attacker is trying to infer the password of a system by trying to provide as a password a given number in the password domain. The model is shown in Fig. 6.1 on the left.

The length of the secret is the size of the variable password on line 8. Since the variable is not explicitly initialized, QUAIL assumes that it is in the interval \([0, 2^{\text{size}} - 1]\). On line 5 the variable input, representing what is input by the attacker, is initialized with an arbitrary value. The value chosen is irrelevant as long as it is in the range of the possible values for the password.

Increasing the size of the password changes the amount of leakage, since the attacker learns less information about the password from a single attack attempt. The information leakage values for some password sizes are shown in Fig. 6.1 on the right.

It is worth noting that QUAIL solves this example with any password size in milliseconds because it uses the Markovian process encoding that we presented in this
// this bit is observable by the 
user; it is 0 for REJECT 
and 1 for ACCEPT 
observable int1 o;

// this represents the password 
inserted by the user
public int2 input = 2;

// this is the secret
secret int2 password;

//
// if (password==input) then
assign o := 1;
else
assign o := 0;
fi

// terminate
return;

---

<table>
<thead>
<tr>
<th>Password length</th>
<th>Leakage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>8.11 \cdot 10^{-1}</td>
</tr>
<tr>
<td>32</td>
<td>7.78 \cdot 10^{-9}</td>
</tr>
<tr>
<td>64</td>
<td>3.54 \cdot 10^{-18}</td>
</tr>
<tr>
<td>512</td>
<td>3.81 \cdot 10^{-152}</td>
</tr>
</tbody>
</table>

Figure 6.1: Simple authentication example: model (on the left) and resulting leakage according to password length (on the right).

thesis. Any analysis based on channel matrices would have to build the matrix for
this examples, having a number of rows exponential in the size of the secret. This
operation alone would require from days to millennia, according to the chosen size of
the password.

We finally remark that the results are presented with 2 decimal digits, but QUAIL
can work with any precision, as requested by the user.

### 6.3.2 Bit XOR

This is one of the simplest examples of randomized programs depending on a secret.
In this case the secret is a bit. The system produces a random bit with a probability
distribution known to the attacker, computes the exclusive OR of the secret and the
random bit, and outputs the result to the attacker. The question is how much of
the secret bit can the attacker infer by knowing the result of the exclusive OR. The model is
shown in Fig. 6.2 on the left.

On line 9 we assign to the random bit \( r \) the value 0 with the given probability and
1 otherwise. We remind that the attacker possesses the source code, so he knows the
probability distribution over \( r \), but not the value that gets assigned to \( r \) during a given
execution.

Note that we cannot directly calculate the result of the exclusive or by writing
assign \( o := s \ XOR \ r \) because QUAIL does not allow private or secret variables
to appear in an assignment statement. This is a limit of the representation of the variables
in the tool, not in the theory. Work is under way to allow for a more natural encoding of
this kind of operations.

### 6.3.3 Conditional Non-Termination

This example shown QUAIL’s treatment of non-terminating programs. We have a 2-bit
secret variable \( s \), i.e. \( s \) is either 0, 1, 2 or 3. There is also an observable variable \( o \) that
is initialized to 0 and never changes its value. Then the program terminates if \( s \) is 1 or 2,
and loops forever otherwise. The model for the example is shown in Fig. 6.3 on the left.
observable int1 o; // this bit represents the output
public int1 r; // this bit is randomly generated
// this bit is the secret
secret int1 s;
// randomize the random bit with a given probability
random r := randombit(0.5);
// calculate the XOR
if (s==r) then
assign o := 0;
else
assign o := 1;
fi
// terminate
return;

Figure 6.2: Bit XOR example: model (on the left) and graph of the information leakage over the probability of the random bit on line 9 (on the right).

In this example QUAIL reports a leakage of 1 bit. The reason is that the attacker, being able to distinguish whether the program terminates or not via a timeout, can infer whether the secret is 1 or 2 or whether is 0 or 3. In both cases its ignorance goes down from 4 possible cases to 2 possible cases, thus being quantified in 1 bit of gained information.

In Fig. 6.3 on the right we can see the last part of the Markov chain produced by QUAIL, in particular showing how QUAIL detects non-terminating loops.

6.4 Bibliographic Note

The content of this chapter is mostly based on Paper C and its appendix.
// a variable to loop on
observable int2 o := 0;

// this is the secret, either 0, 1, 2 or 3
secret int2 s := [0..3];

// if the secret is 0 then loop forever
if (s==0) then while (o==0) do skip; od

// if the secret is 3 also loop forever
if (s==3) then while (o==0) do skip; od

// terminate
return;

Figure 6.3: Conditional non-termination example: model (on the left) and snippet of the Markov chain model (on the right).
Chapter 7

Solved Cases

“The worthwhile problems are the ones you can really solve or help solve, the ones you can really contribute something to. No problem is too small or too trivial if we can really do something about it.”

Richard Feynman (1966), published in Perfectly Reasonable Deviations from the Beaten Track: The Letters of Richard P. Feynman, 2005

In this Chapter we present some secret-dependent protocols and explain how we examined them using QUAIL.

7.1 The Dining Cryptographers Protocol

The Dining Cryptographers protocol is an anonymity protocol in which a number of agents collaborate to a shared computation depending on each agent’s secret [26].

A group of $n$ cryptographers is dining around a round table. At the end of the dinner, the waiter informs them that the bill has already been settled by someone who would prefer to remain anonymous. The cryptographers respect the payer’s wish for anonymity, but would like to know whether the benefactor is one of them or an external party. To determine this, each pair of adjacent cryptographers toss a coin hidden from everybody else, so that each cryptographer knows the value of the coin to his left and to his right. Then each cryptographer declares aloud the exclusive OR of the two coins he sees, i.e. 0 if they have the same value and 1 otherwise. If one of the cryptographers is the payer, he declares the opposite. In the end, if an even number of ones is declared then someone else paid the bill, while if an odd number of ones is declared one of the cryptographers is the benefactor.

Figure 7.1 on the left shows the QUAIL model of the Dining Cryptographers protocol. The leakage of the protocol depends on the randomness of the coin that the cryptographers toss; as the coin become more deterministic, so the probability of getting a head gets closer to 0 or 1, the attacker is more able to determine the identity of the payer. Some results are shown in Fig. 7.1 on the right; for different numbers of cryptographers we show that as the probability of the coin toss approaches 0 or 1 the
// N is the number of cryptographers at the table
const N:=3;

// this bit represents the output
observable int1 output;

// these bits represent the coin tosses
public array [N] of int1 coin;

// these are the observable coins
observable array [2] of int1 obscoin;

// this is just a counter
public int32 i:=0;

// these bits represent the bits declared by the three cryptographers
observable array [N] of int1 decl;

// the secret has N+1 possible values:
secret int32 h:=[0..N];

// to encode an external attacker
// comment the next two lines.
assign obscoin[0]:=coin[0];
assign obscoin[1]:=coin[1];

// producing the declarations
// according to the secret value
while (i<N) do
  assign decl[i]:=coin[i]*coin[(i+1) mod N];
  if (h==i+1) then
    assign decl[i]:=!decl[i];
  fi
  assign i:=i+1;
od

// producing the output bit and terminating
for (d in decl) do
  assign output := output^d;
od

return;

Figure 7.1: Dining Cryptographers example: model for the Dining Cryptographers (on the left) and leakage table as a function of the number of cryptographers and of the probability of the random coin toss (on the right).
leakage increases. When it is 0 or 1 the leakage is equivalent to the bit size of the secret, i.e. the logarithm in base 2 of \( n + 1 \), proving that the whole secret gets leaked, and thus the attacker learns the identity of the payer, whoever he is.

In this encoding we are assuming that the attacker is one of the cryptographers, namely Cryptographer A. This is encoded in lines 34 and 35, where we copy the result of the two coins that are observable to Cryptographer A to observable variables. We are accepting the case in which Cryptographer A is the payer; in this case the leakage is slightly higher because A could learn by observing his coins and declarations that he is the secret payer. The case in which A knows that he is not the secret payer can be encoded by changing the declaration of the secret on line 25 to `secret int32 h := [0,0][2,N];` thus excluding that the secret can take value 1, corresponding to the fact that A paid.

The zero-leakage scenario in this case corresponds to the case in which the attacker is an external observer and knows that one of the philosophers paid the bill but not who. This can be encoded by changing the declaration of the secret in line 25 to `secret int32 h := [1,N];`, thus excluding the case in which the payer is an external agent, and commenting lines 34 and 35. In this case QUAIL correctly computes the leakage of the protocol as 0, independently from the number of cryptographers at the table.

### 7.2 Majority and Preferential Voting

In this example we want to compare two different voting protocols according to how effective they are in preserving the anonymity of the votes.

In both protocols we have a constant number \( n \) of voters and a constant number \( c \) of candidates, with \( c \leq n \). The difference of the protocols is in how the voters express their preference.

In the Majority Voting protocol each voter expresses one vote for one of the candidates. The votes for each candidate are summed up and only the results are published, thus hiding information about which voter voted for which candidate. Each voter has a secret of size \( \log_2 c \) representing its vote. The model for this example is shown on Fig. 7.2 on the left. The scenario is simple to formalize, and it can be shown that the information leakage for this protocol corresponds to

\[
\sum_{k_1+k_2+...+k_c=n} \frac{1}{c^n} \binom{n}{k_1+k_2+...+k_c} \left( \log_2 c^n - \log_2 \binom{n}{k_1+k_2+...+k_c} \right)
\]

In the Preferential Voting protocol the voter does not express a single vote, but rather an order of preference of the candidates; thus if the candidates are A, B, C and D the voter could express the fact that he prefers B, then D, then C and finally A. Then each candidate gets \( c \) points for each time he appears as first choice, \( c-1 \) points for each time he appears as second choice, and so on. The points of each candidate are summed up and the results are published. The model for this example is shown on Fig. 7.2 on the right. The complexity of the code depends on the fact that each voter can express \( c! \) different votes, corresponding to the possible complete orderings of the \( c \) candidates. The secret vote of each voter is encoded as a number from 0 to \( c! - 1 \), and then transformed in a preferential order with the algorithm in lines 39-66.

The leakage comparison for the two voting protocols is shown in Table 7.1. The small examples we considered are sufficient to conclude that the Preferential Voting
Preferential Voting (on the right).

Figure 7.2: Voting example: model for the Majority Voting (on the left) and for the Preferential Voting (on the right).

```java
1 // N is the number of voters
2 const N=4;
3 // C is the number of candidates
4 const C=2;
5 // the result is the number of votes of each candidate
6 observable array [C] of int32 result;
7 // these bits represent the preferences of each voter
8 secret array [N] of int32 vote := [0,C−1];
9 // voting
10 while (voter<N) do
11   while (candidate<C) do
12     if (vote[voter]==candidate) then
13       assign vote[voter]:=candidate;
14       fi
15     od
16     result[candidate] := result[candidate]+1;
17     od
18     voter := voter+1;
19   od
20 fi
21 assign voter:=0;
22 assign candidate:=0;
23 temparray := [0,C−1];
24
25 // count the number of votes for one of the candidates
26 assign i:=0;
27 assign j:=0;
28 while (i<C) do
29   if (vote[voter]==candidate) then
30     assign result[j] := result[j]+1;
31     assign decl[j] := decl[j]/k;
32     assign i := i+1;
33   fi
34   assign j := j+1;
35 od
36
37 // this is just a counter
38 k := k−1;
39 if (k>0) then
40   assign temparray[candidate] := candidate;
41   assign candidate := candidate+1;
42   assign k := k−1;
43 fi
44 while (y<C−1) do
45   assign temparray[y] := temparray[y+1];
46   y := y+1;
47 od
48 assign y := y+1;
49
50 // update the vote of the voter
51 assign decl[voter] := decl[voter]/k;
52 assign result[candidate] := result[candidate]+1;
53 assign vote[voter] := vote[voter]+1;
54 assign k := k−1;
55
56 // decrease the counter
57 assign candidate := candidate+1;
58 while (candidate<C) do
59   assign candidate := candidate+1;
60 od
61 od
62 // calculate the results
63 assign vote[voter] := vote[voter]+1;
64 od
65 assign result[candidate] := result[candidate]+1;
66 od
67 assign vote[voter] := vote[voter]+1;
68 od
69 assign candidate := candidate+1;
70 od
71 od
72 return;
```
Table 7.1: Voting protocols: leakage tables for Majority Voting (on the left) and Preferential Voting (on the right)

<table>
<thead>
<tr>
<th>Maj Voters</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cands</td>
<td>2</td>
<td>1.50</td>
<td>1.81</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>/</td>
<td>3.12</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pref Voters</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cands</td>
<td>2</td>
<td>1.50</td>
<td>1.81</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>/</td>
<td>2.54</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

scheme protects the anonymity of the votes more efficiently than the Majority Voting scheme.

Regrettably, QUAIL takes some hours to analyze the cases with 4 voters and candidates. This is particularly true for the Preferential Voting scheme, being the most complex of the two. Since the Markov chain built by QUAIL contains many copies of the same trees, we expect to be able to deploy compositional techniques in the future to reduce the computation time significantly.

7.3 Topological Protocols

We use QUAIL to analyze the security of anonymity protocols that depend on the topology of a given network. In particular we analyze the Onion Routing protocol [79], its implementation Tor [40], and the Crowds protocol [80]. The Onion Routing and Tor scenarios we analyze are similar to the one presented in Paper B and by Chen and Malacaria [28], while the Crowds scenario follows similar analyses [24, 25, 28]. The analysis method includes producing the channel matrix modeling of the protocols and translating them in QUAIL. In all cases we abstract away details about encryption by assuming it to be perfect. This method can be used to analyze with QUAIL any protocol encoded as a channel matrix.

The goal of all three protocols is the same: protect the anonymity of the identity of the sender of a message that gets delivered over the network. The techniques used are different.

In the Onion Routing protocol, the message is passed from the sender to an onion proxy. The proxy encrypts the message in layers of encryption, with each layer designed to be decrypted by one of the nodes of the system and containing the information about which subsequent node to forward the message. This way the onion proxy determines a path through the network that the message will follow, terminating in delivery to the intended recipient of the message. The restriction on the path structure is that no node can appear in it twice. It is assumed that the onion proxy chooses one of the available paths with uniform probability.

Tor is an implementation of Onion Routing with the important difference that the path is always exactly three nodes long, passing through an entry node, a relay node and an exit node. Also the implementation makes use of symmetric cryptography whenever possible. Both changes to the original protocol are due to efficiency reasons.

Finally, in the Crowds protocol the message gets sent by the sender in the network. Then the node in the network receiving the message delivers it directly to the recipient with probability \( p \), or forwards it to another node in the network otherwise. The successor
node is chosen with uniform probability among the ones connected with the current holder of the message, including itself. The subsequent node receiving the message delivers it with probability $p$ or forwards it to another node otherwise, and so on until the message is delivered.

We also assume that some of the nodes in the system are compromised by the attacker. When the message passes through a compromised node the attacker observes which node forwarded the message to the compromised node. In the case of the Onion Routing and Tor protocols the compromised node forwards the message further in the system anyway, while in the Crowds protocol the compromised node discards the message. This is due to the fact that forwarding the message may produce further useful observations for the attacker in Onion Routing and Tor but not in Crowds.

In all three cases, we assume that the nodes are connected by a given network topology, so any note can forward messages only to the nodes connected to itself. We consider the case in which the network is a clique and the case in which the network is composed of two cliques of the same size connected by a bottleneck of variable size. In the latter case we analyze what happens if the corrupted node are in one or both of the cliques or in the bottleneck.

We encode the protocols in QUAIL. The secret is the identity of the originator of the message. In the Crowds protocol the observation is from which node the message originated before passing in a compromised node. In the Onion Routing and Tor protocols the observation is the predecessor and successor of each compromised node in each path. The probabilities for each observation are computed and encoded in a QUAIL program. This is a generic method for directly encoding and analyzing a channel matrix with a QUAIL program. Let $X$ be the set of possible values for the secret ranged over by $x$, $Y$ the set of possible values for the observation ranged over by $y$, and $p(y|x)$ the probability of observing $y \in Y$ if the secret is $x \in X$.

We produce a fragment of QUAIL code that assigns to an observable variable $o$ the values of the observation according to the value of a secret variable $h$ such that the conditional probabilities are coherent with the given channel matrix, using the randombit command. Consider a given secret value $x \in X$. Assume that $Y = \{1, 2, 3\}$ and $P(Y|X = x) = \{1 \mapsto \frac{1}{2}, 2 \mapsto \frac{1}{3}, 3 \mapsto \frac{1}{6}\}$. Then the channel matrix row corresponding to $x$ is encoded by the code fragment depicted in Fig. 7.3.

The probability of the bit in line 3 is $P(Y = 1|X = x)$ and the probability in line 7
Figure 7.4: Information leakage for various protocols, network sizes and number of compromised nodes. Top left: Onion Routing protocol. Top right: Tor protocol. Bottom left: Crowds protocol with a probability of forwarding of 0.2. Bottom right: Crowds protocol with a probability of forwarding of 0.9.

is $P(Y = 2 | X = x, Y \neq 1)$. The remaining case would have probability 1, so we can directly assign 3 to the observable variable in line 11. Any probability distribution can be modeled this way as a chain of binary distributions. The obtained distribution over the possible values of the observable variable corresponds to the distribution over $Y$ in the channel matrix.

The resulting code is then analyzed with QUAIL to quantify how much information about $h$ is inferred by an attacker able to observe $o$. The results are consistent with previous analyses of the protocols [24, 25, 28].

Some of the leakage results for the clique cases are summarized in Fig. 7.4. The analysis also provides insight about the effectiveness of the different protocols against corrupted nodes positioned in strategical points of the topology. We refer to the full thesis [75] for the full discussion, results on the bottleneck topologies, and comparison of QUAIL and LeakiEst [31] for performing this case analysis. The models and strategies we used to compute the channel matrix representation of the protocols can also be found in the reference [75].
7.4 Bibliographic Note

Section 7.1 is based on the appendix of Paper C, Section 7.2 is original, and Section 7.3 has been developed in collaboration with Mads Tingaard Pedersen for his master thesis work [75].
Chapter 8

Conclusions and Future Work

“He who moves not forward goes backward! A capital saying!”

Johann Wolfgang von Goethe, Herman and Dorothea, Canto III, line 66

In this chapter we draw the conclusions for the work presented in this thesis and trace the path for future work in the field.

8.1 Concluding Remarks

We review the thesis statement from Chapter 1 and discuss how the material presented supports it.

Thesis Statement Using Markovian models instead of channel matrices for modeling system-attacker scenarios for information leakage has the following advantages:

1. The Markovian model can be directly obtained from the source code of the system
2. The model is more compact and consequently the computation of the leakage is faster
3. The system and attacker are modeled separately, allowing for model reuse
4. It is possible to model and analyze systems with non-terminating behavior

Statement 1: The Markovian model can be directly obtained from the source code of the system.

We have provided in Section 4.1.2 a Markov Decision Process semantics automatically obtained from the source code of the system under analysis. The semantics can be combined with the prior distribution of the attacker over the secret to obtain a Markov chain model of the system-attacker scenario, and the Markov chain model itself can be analyzed to compute the information leakage of the system to the attacker.

In Chapter 6 we have presented QUAIL, an implementation of the analysis method for terminating processes exposed in Chapter 4. QUAIL takes as input the source code of
the system and performs the complete analysis without needing any further intervention from the user.

In Chapter 7 we have used QUAIL to analyze interesting cases of security protocols. In the Dining Cryptographers and Majority and Preferential Voting cases in particular we have shown how the models of the system we analyze correspond to the source code of the system implementing the protocols, respectively in Figures 7.1 and 7.2.

Directly analyzing source code opens the possibility of performing precise quantitative information leakage analysis on the source code of off-the-shelf security products.

**Statement 2:** *The model is more compact and consequently the computation of the leakage is faster*

In Fig. 1.1 we show how we can produce a Markov chain with three states to model an example that would require a channel matrix with more than $10^{19}$ cells. The example we show is for a 64-bit password. While increasing the size of the password would increase the size of the channel matrix exponentially, the Markov chain model would still have the same three states. This small example is explicative of the compactness of the Markov chain model compared to the channel matrix model for encoding terminating systems.

We remark that in the worst case the size of the Markovian model may be not significantly smaller or may be even bigger than channel matrix. Such worst case would realize when all rows of the matrix are completely different, and it is therefore impossible to compress it by collapsing them together. Still, we argue that in such worst case there is no way to completely represent the system that is more compact than the channel matrix, thus no improvement on that is to be expected.

Non-terminating systems can be modeled by channel matrices only if infinite-size matrices are allowed. For instance, the non-terminating program in Fig. 5.2 can be modeled as a channel matrix with two rows and a countably infinite number of columns, one for each string of bits of infinite size. The Markov chain model for the same example, shown in Fig. 5.3a, has 5 states. We will discuss this further in Statement 4.

**Statement 3:** *The system and attacker are modeled separately, allowing for model reuse*

Like a channel matrix model, the MDP semantics does not model the prior information of the attacker on the secret. Unlike the channel matrix, the MDP semantics also does not contain information about which parts of the system the attacker is able to observe and discriminate. The MDP semantics only models information about the system; the information about the attacker is considered later to transform it in the Markov chain modeling the system-attacker scenario.

This separation of concerns allows us to analyze the MDP semantics by itself, and to consider attackers that have different views of the system without having to recompute the semantics itself. The QUAIL tool spends most of the computation time on building the model for the system, thus being able to reuse previously computed models for cases with different attackers would reduce computation time by more than 80%.

The channel matrix ordering allows for the comparison of attackers with different discriminatory power over the system’s output, but the different matrices have to be computed from scratch. Reusing the same MDP semantics and modifying it separately for different attackers decreases the time required to compare attackers significantly.
Statement 4: It is possible to model and analyze systems with non-terminating behavior

This thesis opens the way for the modeling and analysis of non-terminating systems. The Markovian modeling allows us to express the behavior of a non-terminating system in a finite space, as shown by the model in Fig. 5.3a, instead of the infinite space that a channel matrix modeling of the same system would require.

Markovian models can express succinctly both terminating and non-terminating system-attacker scenarios, and the two can automatically distinguished - as explained in Sections 4.2.1 and 5.1 - by analyzing whether the projections of the behavior of the system on the observable and secret variables have finite entropy. This allows for analysis technique and tools that handle indifferently terminating and non-terminating scenarios.

The MDP modeling also considers the behavior of the system in time, allowing us to analyze how the information leakage evolves in relation with the structure of the system. This allows us to ask questions about how the leakage behaves in time, e.g. "How much information is leaked in a given time frame?" in Section 5.4.1 and "How much time does it take to leak a given amount of information?" in Section 5.4.2. These problems cannot be examined with the input-output encoding of the system behavior that the channel matrix model provides.

8.2 Future Work

We discuss some of the future directions for further work in the topic, both theoretical and tool-related.

8.2.1 Developing a Unified Leakage Algorithm

As we explained in Section 5.2, the projection of the system’s joint behavior on the secret and observable variables is not necessarily a Markov chain, even if the system’s behavior itself is. This makes it harder to provide an algorithm to compute entropy in such cases. Nonetheless, we believe that progress can be made.

Even if the projections themselves are not Markovian, they are produced as a weighted sum of residence probabilities of different states in a Markov chain that is available to us, giving us the idea that they can still be expressed in a finite space and analyzed accordingly. This is not obvious, as in general a non-Markovian probabilistic process over an infinite time may have a description of infinite size.

We show how to solve one such case in Section 5.2, but we feel that further research will allow us to develop a more elegant, unified leakage computation algorithm that can be used in any case in which the leakage is finite.

8.2.2 Representing Large Probability Distributions

One of the challenges in leakage computation for real systems is that the secret is not 7 or 8 bits long but most likely stored in a 64-bit, 128-bit or even 2056-bit variable. Since the number of possible values for the variable is exponential in the bit size, this makes even storing a single probability distribution over such values an computationally very hard problem.

If a probability distribution has unrelated values for each of its outcomes, there is no efficient way to represent it: all values have to be listed. Fortunately, most distributions
we handle in leakage computation do not suffer from this problem, as they usually contain multiple repetitions of similar patterns, like the one produced by multiplying a uniform distribution by a constant.

It would be interesting to understand which properties of a distribution make it easier to represent and handle. Also, it is unclear whether more efficient ways of computing expected values and probability of events can be obtained. Progress in this field would impact all fields working with large probability distributions, including Artificial Intelligence, Operational Research and Probabilistic Model Checking.

8.2.3 Improving QUAIL

The QUAIL tool is an excellent proof of the implementability of the technique described in Chapter 4, but it has limitations. For instance it assumes that the attacker has no prior information about the secret. This is due to the fact that no prior information translates in a uniform distribution, that can be easily handled by the tool regardless of its size. Representation of arbitrary large probability distributions is still inefficient, as explained in the previous point.

Also, QUAIL spends most of its time building the system model. This time could be avoided, at the expense of some precision, by instead implementing a simulation technique similar to the ones proposed by Chothia for channel matrices \cite{23, 30} and implemented in his tools LeakWatch and LeakiEst \cite{31, 32}.

Also, it would be interesting to extend QUAIL to analyze different imperative languages, specifically C, thus allowing it to analyze current security programs and libraries.

Finally, the algorithms described in Chapter 5 can be also implemented in QUAIL, allowing it to analyze non-terminating cases.
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Abstract

The channel capacity of a deterministic system with confidential data is an upper bound on the amount of bits of data an attacker can learn from the system. We encode all possible attacks to a system using a probabilistic specification, an Interval Markov Chain. Then the channel capacity computation reduces to finding a model of a specification with highest entropy.

Entropy maximization for probabilistic process specifications has not been studied before, even though it is well known in Bayesian inference for discrete distributions. We give a characterization of global entropy of a process as a reward function, a polynomial algorithm to verify the existence of a system maximizing entropy among those respecting a specification, a procedure for the maximization of reward functions over Interval Markov Chains and its application to synthesize an implementation maximizing entropy.

We show how to use Interval Markov Chains to model abstractions of deterministic systems with confidential data, and use the above results to compute their channel capacity. These results are a foundation for ongoing work on computing channel capacity for abstractions of programs derived from code.

1. Introduction

Context. Consider a common authentication protocol: a user is asked to enter a password. She is granted access to the system if the password corresponds to the one stored in the system. The goal of the protocol is to refuse access to users that do not know the password (the secret). The protocol should also prevent an attacker from guessing or learning the secret, by interacting with the system. We want to decide whether the protocol is secure or not against an attacker that wants to access it, but does not know the password. But what does it mean for a system to be secure?
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One possible answer is that a system is secure if the attacker cannot authenticate in the system. This, however, cannot be guaranteed. There is a non-zero probability that an attacker is lucky and simply guesses the password. We could require that the attacker cannot learn the password by interacting with the system. However, a password is not an atomic object: would we consider the system secure if the attacker could learn 90% of the password? Learning 90% of the password significantly increases the attacker’s chance of guessing the whole password. Finally, we could require that in a safe authentication protocol no attacker can learn anything about the password through interaction, the so called non-interference definition [17]. Unfortunately, this definition usually breaks in practice: if the attacker inserts a random password and gets rejected he will learn that the password is not the one he tried, breaking non-interference [30].

We believe that it is not possible to give a qualitative, yes-no definition of security that is not overly strict (rejects any authentication protocol) or overly permissive (accepts protocols compromising a significant amount of the password). The core problem is that even a secure protocol will allow the attacker to learn a small amount of information about the password [24].

Quantitative Information Flow techniques can be employed to precisely quantify the number of bits of information an attacker would gain about the confidential data of a system by interacting with the system and observing its behavior [11], leaving to the analyst to decide whether this amount is acceptable for the protocol analyzed.

The difference between the information, in Shannon’s information-theoretical sense [31], that a given attacker possesses about the secret before and after a single attack is called leakage [11]. Different attackers would infer different amount of information. A possible quantitative definition of security of a system is the maximum leakage of information (so leakage towards the attacker that can infer the most information). Maximum leakage is known in security theory as channel capacity, ranging over all attackers with the same observational power but different prior information on the secret. As said, no single attack can leak an amount of information higher than the system’s channel capacity [28]. For a deterministic system, the leakage is the entropy of the observable behavior of the system conditioned by the attacker’s behavior [25], and thus computing the channel capacity reduces to computing the behavior of the system that maximizes entropy. This security guarantee is only valid for one process; any perturbation of the process’ behavior would invalidate it.

Problem. The quantification of information leakage evaluates only the security of a completely defined system, since it needs to evaluate the likelihood and estimate the loss of confidential data of each possible user behavior and system’s reaction to it. Alas, when a security protocol is designed the designer needs the freedom to leave some parts underspecified, for instance the size of a password or the number of usernames in the system. An underspecified system can be seen as the infinite union of all its implementations. Providing a security guarantee for it is challenging, as it requires computing the maximum leakage over all attacks by all possible attackers on all possible implementations.

Contribution. We will present a method to obtain a safety guarantee for a protocol specification when it is possible and signal that the protocol is unsafe otherwise. To the
To execute a formal analysis of a process specification we need models for the processes and specifications and procedures to analyze them. Following the approach we introduced in [6] we use Markov chains (MCs) as process models, with the states of the MC representing the observable components of the system and the transition probabilities raising from the attacker’s uncertainty about the secret. A single MC represents an attack scenario, in which a given attacker interacts with and observes a given deterministic system. The entropy of the MC for the scenario is the leakage from the system to the attacker.

In order to encode the infinite number of possible attackers and implementations, we need the continuity of real-valued transition probability intervals, so we use Interval Markov Chains (Interval MCs) [19] as specification models. We also show how to employ Markov Decision Processes (MDPs) [29] as specification models. We present algorithms that synthesize the process with maximum entropy among all those respecting a given probabilistic specification, allowing us to give a security guarantee valid for all the infinite processes respecting the specification, encoded as an Interval MC or as an MDP.

Specification models, and Interval MCs in particular, allow us to generalize the system-attacker scenario to all possible attackers interacting with all possible implementations of a specification. The Maximum Entropy resolution of the nondeterminism in the Interval MC is thus the scenario with the greatest leakage, and its entropy is the channel capacity of the specification and the maximum amount of information that can be leaked by any single attack to any given implementation of the specification.

Given a deterministic protocol specified as an Interval MC, we show how to:

1. **Compute the entropy of a given implementation.** We provide a polynomial-time procedure to compute entropy for a Markov chain, by reduction to computation of the Expected Total Reward [29, Chpt. 5] of a local non-negative reward function associated with states over the infinite horizon.

2. **Check if a protocol allows for insecure implementations.** We provide a polynomial-time procedure for deciding finiteness and boundedness of the entropy of all implementations of an Interval MC. In general a Maximum Entropy implementation might not exist. Implementations might be non-terminating and accumulate infinite entropy, or they may have arbitrarily high, i.e. unbounded, finite entropy, so standard optimization techniques would diverge. In such case it is not possible to give a security guarantee for the implementations. We provide a polynomial-time algorithm to distinguish the two cases. If a protocol allows implementations with infinite or unbounded entropy then no matter the size $n$ of the secret, it will have an implementation leaking all $n$ bits of it. We detect this so that the designer can strengthen the protocol design appropriately.

3. **Compute channel capacity of a protocol.** This is a multidimensional nonlinear maximization problem on convex sets [33]. We use a numerical procedure for synthesizing with arbitrary approximation an implementation maximizing a reward function over Interval MCs. An Interval MC can be considered as an infinite set of
processes, and since entropy is a nonlinear function of all possible behaviors of a system, finding the one with highest entropy is not trivial. We apply this procedure to synthesize a Maximum Entropy process implementing an Interval MC; the entropy of such a process is the channel capacity of all processes implementing the Interval MC.

On the theoretical level, this paper extends the well know Maximum Entropy Principle of Jaynes [18], from constraints on probability distributions to interval constraints on discrete probabilistic processes. We consider Interval MCs as constraints over probabilistic processes and resolve them for maximum entropy. As a result we validate the intuition that channel capacity computation as known in security research corresponds to obtaining least biased solutions in Bayesian inference for processes.

Examples. Consider two examples of models of deterministic authentication processes. Figure 1a presents an Interval MC for a two-step authentication protocol with username and password. The actual transition probabilities will depend on how many usernames exist in the system, on the respective passwords, on their length and on the attacker’s knowledge about all of these; but staying at the specification level allows us to consider the worst case of all these possible combinations, and thus gives an upper bound on the leakage. The Maximum Entropy implementation for the Two-step Authentication is given in Fig. 2; its entropy is the channel capacity of the system over all possible prior informations and behaviors of the attacker and design choices of the implementer.

Consider another example. Figure 1b presents an Interval MC specification of the Repeated Authentication protocol, in which the user inserts a password to authenticate, and is allowed access if the password is correct. If not, the system verifies if the password entered is in a known black list of common passwords, in which case it rejects the user, considering it a malicious attacker. If the password is wrong but not black listed the user is allowed to try again. The black list cannot cover more than 90% of the possible passwords, and we assume that the attacker has no information about it.

Note that the transition probabilities from state 2 is a design choice left to the implementer of the system, while the transition probabilities from state 1 depend on a given attacker’s knowledge about the password, and thus cannot be controlled even by the implementer. By abstracting these two different sources of nondeterminism at the
same time we maximize entropy over all possible combinations of design choices and attackers, effectively finding the channel capacity of the specification.

The implementation maximizing entropy is the one revealing most information about the system’s secret. This is consistent with our intuition. For instance, if the black list is empty the user can continue guessing the password indefinitely: the probability of eventually reaching state 3 is 1. In this implementation sooner or later the attacker will discover the password, and thus the system’s secret will be completely revealed.

Figure 3 shows two implementations of the Repeated Authentication presented in Fig. 1a. None of them maximizes entropy. In fact, it is not possible to give a Maximum Entropy implementation for such protocol; this means that whatever the length $n$ of the secret, it is possible to give an implementation that leaks all $n$ bits of information. We will discuss the significance of this in Sect. 7. The Maximum Entropy implementation for the Two-step Authentication is given in Fig. 2. We explain how it has been synthesized in Sect. 6.

The paper is structured as follows. We introduce terminology and notation in Sect. 3. Section 4 recalls the definition of entropy for MCs, and relates it to abstract specifications. In Sect. 5 we introduce algorithms computing entropy of a given MC. In Sect. 6 we find the implementation of an Interval MC maximizing the entropy. In Sect. 7 we deal with Interval MCs that allow for implementations with infinite or unbounded entropy. In Sect. 8 we discuss the use of MDPs as specification models. We conclude in Sect. 9.

2. State of the Art and Related Work

This paper appeared previously as an extended abstract in the 24th Nordic Workshop on Programming Theory (2012) and subsequently in the conference version in the 7th International Conference on Language and Automata Theory and Applications (2013). This considerably extended version features extended introduction and related work sections, a section on the application of the technique described to Markov Decision Processes and a conclusion section. We also added detailed proof to all lemmata and theorems, some definition and many explanations and intuitions to clarify the ideas behind the paper.

The information-theoretical approach to system security that we consider here follows Clark et al. [11, 13] in using the difference between the Shannon entropy of the probability distribution over the secret before and after the attack as a measure
for insecurity. Among the other measures vulnerability has been shown by Smith to have interesting qualities when considering a single attack by an attacker with no prior information about the secret [32], and Köpf et al. show how to use probabilistic measures to quantify the security of side channels [20, 21]. Providentially, for deterministic protocols the orderings induced by all measures of insecurity coincide [25, 35], showing the robustness of the approach. Recently, Alvim et al. proposed to generalize the approach to generic gain functions depending on properties of the protocol, and also introduced an ordering based on channel factorization that is conjectured to extend the ordering to the probabilistic case [4].

The ordering of the attackers according to their potential for inferring information about the secret forms a lattice, known as the Lattice of Information [23]. The states of the Markov chains we use to model protocols represent observables, i.e. classes of equivalence of the possible models according to the attacker’s observational power; we refer to [6] for the details. This use of equivalence relation is closely related to the application of abstract interpretation to security [1, 15, 27], even though they have been applied to obtain or approximate non-interference. The union of abstract interpretation and information theory would be a natural and promising development in the field of quantitative information flow.

Channel capacity as a security guarantee [28] has been studied for many different models of computation. Chatzikokolakis, Palamidessi and Panangaden use it to give a formula for anonymity analysis of protocols described by weakly symmetric matrices [9], based on the probabilistic anonymity approach by Bhargava and Palamidessi [5]. Chen and Malacaria generalize this result to asymmetric protocols [10] and also study the channel capacity of deterministic systems under different observation models [26]. Our method, unlike theirs, handles infinite classes of models instead of single models, and uses different states of a Markov chain to represent the different logical states of the system instead of considering the system as a function from inputs to outputs.

3. Background on Probabilistic Processes

We often refer to deterministic, stochastic and nondeterministic behavior. We use the adjective deterministic for a completely predictable behavior, stochastic for a behavior that follows a probability distribution over some possible choices, and nondeterministic for a choice where no probability distribution is given.

3.1. Markov Chains

**Definition 1.** A triple $C = (S, s_0, P)$ is a Markov Chain (MC), if $S$ is a finite set of states containing the initial state $s_0$ and $P$ is an $|S| \times |S|$ probability transition matrix, so $\forall s, t \in S, P_{s,t} \geq 0$ and $\forall s \in S, \sum_{t \in S} P_{s,t} = 1$.

We slightly misuse notation, interpreting states as natural numbers and indexing matrices with state names. This is reflected in figures by labeling of states both with textual descriptions and numbers.

A state is deterministic if it has exactly one outgoing transition with probability 1, stochastic otherwise. It is known [12] that the probability of transitioning from any state $s$ to a state $t$ in $k$ steps can be found as the entry of index $(s, t)$ in matrix $P^k$. We
call $\pi^{(k)}$ the probability distribution vector over $S$ at time $k$ and $\pi^{(k)}_s$ the probability of visiting the state $s$ at time $k$; note that $\pi^{(k)}_s = \pi_0 P^k$, where $\pi^{(0)}_s$ is 1 if $s = s_0$ and 0 otherwise. A state $t$ is reachable from a state $s$ if $\exists k . P_{k,t} > 0$. We assume that all states are reachable from $s_0$ in the MCs considered. A subset $R \subseteq S$ is strongly connected if for each pair of states $s, t \in R$, $t$ is reachable from $s$.

For the purpose of defining entropy, it is useful to consider the alternative, more probabilistic view of an MC. An MC can be seen as an infinite sequence of discrete random variables $(X_n, n \in \mathbb{N})$, where $P(X_k = s) = \pi^{(k)}_s$ represents the probability that the chain will be visiting state $s \in S$ at time $k$. The sequence of random variables must respect the Markov property: $P(X_n = s_n \mid X_{n-1} = s_{n-1}, \ldots, X_0 = s_0) = P(X_n = s_n \mid X_{n-1} = s_{n-1})$, $\forall s_0, s_1, \ldots, s_n \in S, n \in \mathbb{N}$, meaning that the probability distribution over the states at a given time $n$ depends only on the distribution at time $n - 1$ and is independent from the distributions at any previous time.

For a state $s$ of a Markov chain, the expected residence time denotes the expected amount of time that the Markov chain will spend in state $s$, while the first hitting probability of state $t$ after state $s$ denotes the probability that state $t$ will ever be visited under the condition that state $s$ is being visited.

**Definition 2.** The expected residence time in a state $s$ is defined as

$$\xi_s = \sum_{n=0}^{\infty} P^n_{s_0,s}$$

**Definition 3.** The first hitting probability of state $t$ after state $s$ is defined as

$$\rho(s,t) = \sum_{n=1}^{\infty} P(X_n = t, X_{n-1} \neq t, X_{n-2} \neq t, \ldots, X_1 \neq t \mid X_0 = s)$$

We will sometime write $\rho_s$ for $\rho(s_0,s)$. Note that $\xi_s = \rho_s \sum_{n=0}^{\infty} P^n_{s,s}$. A state $s$ is recurrent iff $\xi_s = \infty$, transient otherwise.

We show how the expected residence time of all states in a Markov chain can be computed in polynomial time by reducing the problem to solving a system of linear equations. By definition expected residence time is infinite for each recurrent state, so we first check which states are recurrent, and then we calculate the expected residence time for the remaining (transient) states. We say that two states $s, t \in S$ communicate, written $s \leftrightarrow t$, if $s$ is reachable from $t$ and vice versa. Note that $s \leftrightarrow s$. Communication is an equivalence relation and as such it induces communicating classes $C(s) = \{ t \in s \mid s \leftrightarrow t \}$. A communicating class $C(s)$ is said to be closed if $P(X_{k+1} \in C(s) \mid X_k \in C(s)) = 1$. Whether a communicating class is closed can be decided in polynomial time.

A Markov chain can be divided in its communicating classes by finding its Strongly Connected Components with e.g. Tarjan’s algorithm [34]. It is known [12] that all states in a closed communicating class of a finite Markov Chain are recurrent, while all other states are transient, so we can divide the states in recurrent and transient states in polynomial time. Let $R$ be the set of the recurrent states; then $\forall s \in R, \xi_s = \infty$.

The expected residence time of the transient states can be found by solving the system of equations $\xi_t = \pi^{(0)}_t + \sum_{u \in S \setminus R} P_{u,t} \xi_u$ for all $t \in S \setminus R$ (in polynomial time).
Use of Markov chains to model generic secret-dependent processes has been previously introduced in [6], including ways to automatically generate them from imperative program code. Each state of the MC represents a reachable combination of values of the public variables of the system and levels of knowledge about the private variables. We refer to [6] for the full discussion.

3.2. Interval Markov Chains

Definition 4. [8] A closed-interval Interval Markov Chain (Interval MC) is a tuple $\mathcal{I} = (S, s_0, \hat{P}, \tilde{P})$ where $S$ is a finite set of states containing the initial state $s_0$, $\hat{P}$ is a $|S| \times |S|$ top transition probability matrix, such that for each pair of states $s, t \in S$ we have $0 \leq \hat{P}_{s,t} \leq 1$. The following defines when an MC implements an Interval MC in the Uncertain Markov Chain (UMC) semantics [8]:

Definition 5. A Markov chain $\mathcal{C} = (S, s_0, P)$ implements an Interval Markov Chain $\mathcal{I} = (S, s_0, \hat{P}, \tilde{P})$, written $\mathcal{C} \models \mathcal{I}$, if $\forall s, t \in S. \hat{P}_{s,t} \leq P_{s,t} \leq \tilde{P}_{s,t}$.

An example of an Interval MC is the Repeated Authentication of Fig. 1b. The MC in Fig. 3a uses a black list covering 80% of the passwords and is thus an implementation of the Interval MC, while the Markov chain in Figure 3b uses a black list covering 99% of the passwords and it is not an implementation of the Interval MC.

We assume without loss of generality that our Interval MCs are coherent, meaning that every value for each transition interval is attained by some implementation. Coherence can be established by checking that both following conditions hold [22]:

1. $\forall s, t \in S. \hat{P}_{s,t} \geq (1 - \sum_{u \neq t} \tilde{P}_{s,u})$
2. $\forall s, t \in S. \hat{P}_{s,t} \leq (1 - \sum_{u \neq t} \tilde{P}_{s,u})$

Any Interval MC $\mathcal{I} = (S, s_0, \hat{P}, \tilde{P})$ can be transformed into a coherent Interval MC $\mathcal{I}' = (S, s_0, \hat{P}', \tilde{P}')$ by changing the top and bottom transition probability matrices to the following:

1. $\hat{P}'_{s,t} = \max(\hat{P}_{s,t}, 1 - \sum_{u \neq t} \tilde{P}_{s,u})$
2. $\tilde{P}'_{s,t} = \min(\tilde{P}_{s,t}, 1 - \sum_{u \neq t} \hat{P}_{s,u})$

The resulting coherent Interval MC $\mathcal{I}'$ is unique and has the same implementations as the original incoherent Interval MC $\mathcal{I}$ [22], so in particular it has an implementation iff $\mathcal{I}$ has at least one implementation. It is also interesting to note that if an Interval MC is coherent then it is possible to give an implementation in which a positive probability is assigned to all transitions for which this is allowed by the Interval MC, as stated by the following lemma.

Lemma 1. Let $\mathcal{I} = (S, s_0, \hat{P}, \tilde{P})$ be a coherent Interval MC. Then there exists an implementation $\mathcal{C} = (S, s_0, P)$ of $\mathcal{I}$ in which $\forall s, t \in S. \hat{P}_{s,t} > 0 \Rightarrow P_{s,t} > 0$. 
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Proof. 1 We recall the coherence assumptions:

1. \( \forall s, t \in S. \hat{P}_{s,t} \geq (1 - \sum_{u \neq t} \hat{P}_{s,u}) \)
2. \( \forall s, t \in S. \hat{P}_{s,t} \leq (1 - \sum_{u \neq t} \hat{P}_{s,u}) \)

Assume with no loss of generality that \( \forall s, t \in S. \hat{P}_{s,t} > 0 \Rightarrow \hat{P}_{s,t} < \hat{P}_{s,t} \).

We will proceed ad absurdum. Let’s consider a state \( s \in S \) and assume there is no implementation of \( I \) in which \( \forall t \in S. \hat{P}_{s,t} > 0 \Rightarrow P_{s,t} > 0 \), meaning in all implementations there exists at least one state \( t' \) such that \( \hat{P}_{s,t'} > 0 \cap P_{s,t'} = 0 \). Let \( C = (S, s_0, P) \) be one such implementation. Clearly it must be \( \hat{P}_{s,t'} = 0 \). Since the implementation is a Markov chain, it holds that \( \sum_{t \in S} \hat{P}_{s,t} = 1 \) thus \( \sum_{t \in S} P_{s,t} = 1 \).

Let’s assume that \( \forall u \neq t'. P_{s,u} = \hat{P}_{s,u} \); we have that \( 1 - \sum_{u \neq t'} \hat{P}_{s,u} = 1 - \sum_{u \neq t'} P_{s,u} = 0 \), but this is not possible since \( \hat{P}_{s,t'} > 0 \) by assumption and \( \hat{P}_{s,t'} \leq (1 - \sum_{u \neq t'} \hat{P}_{s,u}) \) by coherence. Thus there must be a state \( t'' \in S \) such that \( t'' \neq t' \) and \( P_{s,t''} > \hat{P}_{s,t''} \).

But then consider a positive constant \( \epsilon \) such that \( \epsilon < \hat{P}_{s,t'} \) and \( \epsilon < P_{s,t''} - \hat{P}_{s,t''} \); the implementation with transition probabilities \( P' \) defined as

\[
P'_{s,t} = \begin{cases} 
\epsilon & \text{if } t = t' \\
P_{s,t''} - \epsilon & \text{if } t = t'' \\
P_{s,t} & \text{otherwise}
\end{cases}
\]

is an implementation of \( I \) in which \( \forall t \in S. \hat{P}_{s,t} > 0 \Rightarrow P_{s,t} > 0 \), contradicting the assumption that no such implementation exists.

We will use this result later in the proof of Theorem 2.

A state \( s \) of an Interval MC is deterministic if \( \exists t. \hat{P}_{s,t} = 1 \), stochastic otherwise. We say that a state \( t \) is reachable from a state \( s \) if \( \exists s_1, s_2, \ldots, s_n \in S. s_1 = s \land s_n = t \land \hat{P}_{s_i, s_{i+1}} > 0 \) for \( 1 \leq i < n \). We say that a subset \( R \subseteq S \) is strongly connected if \( \forall s, t \in R. t \) is reachable from \( s \).

Note that if there is an implementation in which a subset of states \( R \subseteq S \) is strongly connected, then \( R \) must be strongly connected in the Interval MC.

3.3. Markov Decision Processes

Definition 6. A Markov Decision Process (MDP) [29] is a tuple \( \mathcal{P} = (S, s_0, P, \Lambda) \) where \( S \) is a finite set of states containing the initial state \( s_0 \), \( \Lambda \) is the finite set of available actions in a state \( s \in S \) and \( \Lambda = \bigcup_{s \in S} \Lambda_s \), and \( P : S \times \Lambda \times S \rightarrow [0, 1] \) is a transition probability function such that \( \forall s, t \in S. \forall a \in \Lambda_s, P(s, a, t) \geq 0 \) and \( \forall s \in S. \forall a \in \Lambda_s. \sum_{t \in S} P(s, a, t) = 1 \). We write \( P_{(s, a), t} = x \) for \( P(s, a, t) = x \).

1We extend our thanks to Lei Song for the proof of this lemma.
An MDP makes a nondeterministic choice of an action in each state. A selection of an action determines a probability distribution over the successor states. A probabilistic strategy is a function $\sigma : S \rightarrow \delta(\Lambda_s)$ assigning to a state $s$ a probability distribution over the actions in $\Lambda_s$. A probabilistic strategy is positional if its probability distributions assign probability 1 to some action. The (infinite) set of strategies of the process $P$ is denoted $\Sigma_P$.

In the MDP depicted in Fig. 4 there are two possible positional strategies, namely the one choosing action $a$ in state 1 and transitioning to state 2 with probability 1, and the one choosing action $b$ and transitioning to state 2 with probability $\frac{2}{3}$ and to state 3 with probability $\frac{1}{3}$. There is also one probabilistic strategy for each probability distribution over the two actions.

A strategy resolves an MDP into an MC, and in that sense MDPs, similarly to Interval MCs, can also be used as specifications for MCs; every strategy defines a different MC.

4. Entropy of Processes and Specifications

The entropy of a discrete probability distribution quantifies lack of information about the events involved. This idea can be extended to quantify nondeterminism, understood as degree of unpredictability of an MC.

**Definition 7.** Let $X$ be a random variable on the discrete domain $(x_1, \ldots, x_n)$ and $P(X = x_k)$ its probability distribution. Then the entropy of the random variable $X$ is defined as

$$H(X) = - \sum_{i=1}^{n} P(x_i) \log_2(P(x_i))$$

Entropy is always non-negative. It is maximal for the uniform distribution, in which case its value is $\log_2 n$ [12], representing complete ignorance about the value assumed by the random variable. On the other extreme, $H(X) = 0$ if and only if the probability distribution on $X$ assigns a given value to it with probability 1. For MCs, entropy is maximum for the process in which all possible paths in the chain have the same probability.

To define the entropy of a Markov chain $C$ we need to introduce the concepts of conditional entropy and joint entropy [12, 31]. Conditional entropy quantifies the remaining entropy of a variable $Y$ given that the value of other random variables ($X_i$ here) is known.

$$H(Y \mid X_1, \ldots, X_n) = - \sum_{t \in S} \sum_{s_1 \in S} \cdots \sum_{s_n \in S} P(Y = t, X_1 = s_1, \ldots, X_n = s_n) \cdot \log_2 P(Y = t \mid X_1 = s_1, \ldots, X_n = s_n),$$

where $P(Y = t, X_1 = s_1, \ldots, X_n = s_n)$ denotes the joint probability of the events $Y = t, X_1 = s_1, \ldots, X_n = s_n$. 
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Joint entropy is simply the entropy of several random variables computed jointly, i.e. the combined uncertainty due to the ignorance of \( n \) random variables. It turns out [12] that joint entropy can be calculated in the following way, using conditional entropy, which will be instrumental in our developments for MCs.

\[
H(X_0, X_1, \ldots, X_n) = - \sum_{s_0 \in S} \sum_{s_1 \in S} \cdots \sum_{s_n \in S} P(X_0 = s_0, X_1 = s_1, \ldots, X_n = s_n) \cdot \log_2(P(X_0 = s_0, X_1 = s_1, \ldots, X_n = s_n)) = \\
= H(X_0) + H(X_1 | X_0) + \cdots + H(X_n | X_0, X_1, \ldots, X_{n-1})
\]

Now, the definition of entropy of an MC is unsurprising, if we take the view of the processes as a series of random variables; it is the joint entropy of these variables (recall that due to the Markov property, the automata-view, and the probabilistic view of MCs are interchangeable):

**Definition 8.** We define the entropy of a Markov chain \( C = (X_n, n \in \mathbb{N}) \) as the joint entropy over all \( X_n \): \( H(C) = H(X_0, X_1, X_2, \ldots) = \sum_{i=0}^{\infty} H(X_i | X_{i-1} \ldots X_0) \).

Note that since we have assumed a single starting state in each MC, it is always the case that \( H(X_0) = 0 \). Also the above series always converges to a real number, or to infinity, since it is a sum of non-negative real numbers.

In leakage analysis, entropy corresponds to the information leakage of the system only when the system is deterministic and the attacker cannot interact with it [25]. Using probability intervals we can lift the latter restriction, as different distributions on the attacker’s input would only lead to different transition probabilities, and the intervals already consider all possible transition probabilities.

The entropy of an MC is in general infinite. In the next Section we will show that the entropy of an MC is finite if and only if the chain is absorbing. Considering only absorbing MCs avoids the problem of the entropy of an MC being in general infinite. We always consider terminating protocols, and they can be encoded as absorbing MCs where the absorbing states represent the termination of the protocol; consequently the entropy of a Markov chain encoding a terminating process is always finite.

We stress that it is common [16, 31] to compute the average entropy of each step of the MC and to call it the entropy of the MC. In our opinion, technically speaking this notion should be more precisely named an entropy rate [12]. Here we want to compute the actual entropy since the entropy, not its rate, represents the information leakage in a security scenario where the states of the MC are the observables of a deterministic protocol.

An alternative characterization of entropy of a process depends explicitly on which states get visited during the lifetime of the process. Since every state \( s \) has a probability distribution over the next state we can compute the entropy of that distribution, which we will call local entropy \( L(s) \) of \( s \): \( L(s) = H(X_{k+1} | X_k = s) = - \sum_{t \in S} P_{s,t} \log_2 P_{s,t} \). Note that \( L(s) \leq \log_2(|S|) \). Also, in general, the value of entropy of an MC is not equal to the sum of the local entropy values for each state. Such sum will have to be weighted against the expected residence time of each state to characterize the “global” entropy.

Now consider the Interval MC specification of the Repeated Authentication protocol in Fig. 1b. Different implementations of it, like the ones in Fig. 3ab, will have different
entropy values. We define a Maximum Entropy implementation for an Interval MC, as an implementation MC, which has entropy not smaller than entropy of any other implementation (if such exists):

**Definition 9.** Let \( \mathcal{I} \) be an Interval Markov Chain. Then a Markov chain \( C \) is a Maximum Entropy implementation of \( \mathcal{I} \) if the following holds:

1. \( C \models \mathcal{I} \)
2. \( H(C) \) is finite
3. \( \forall C', C' \models \mathcal{I} \Rightarrow H(C') \leq H(C) \)

The boundedness and synthesis of a Maximum Entropy implementation of an Interval MC will be treated in Sect. 6. It may be that the maximum entropy is actually infinite, or that the set of attainable entropies is unbounded; we discuss these cases in Sect. 7.

5. Computing Entropy of Markov Chains

We now provide an algorithm for computing entropy of a given MC. We cast entropy as a non-negative reward function on an MC, and then apply standard techniques to compute it. We also provide a simple decision procedure for deciding whether entropy of an MC is finite.

A non-negative reward function over the transitions of an MC is a function \( R : S \times S \to \mathbb{R}^+ \) assigning a non-negative real value, called reward, to each transition. Given a reward function \( R \) we can compute the value of the reward for a concrete execution of an MC by summing reward values for the transitions exercised in the execution. More interestingly, we can compute the expected reward of each state \( s \in S \) as \( R(s) = \sum_{t \in S} P_{s,t} R_{s,t} \), and then the expected reward over the infinite behavior of an MC \( C \) is \( R(C) = \sum_{s \in S} R(s) \xi_s \) [29, Chpt. 5].

Each \( R(s) \) can be computed in time linear in the number of states, so calculation of expected rewards for all states can be done in quadratic time. Since computing the expected residence time for a state \( s \) is in PTIME as shown in Sect. 3, we can also compute \( R(C) \) in polynomial time.

Let the reward function be \( R(s,t) = -\log_2 P_{s,t} \). Then the expected reward for each state is its local entropy, or \( R(s) = -\sum_{t \in S} P_{s,t} \log_2 P_{s,t} = L(s) \). Note that this is an unorthodox non-negative reward function, since the reward for choosing a transition in a given state is not a constant but depends on the probability distribution over the successors of the state, as a function of the form \( R : S \times S \times P \to \mathbb{R}^+ \). It turns out that the (global) entropy of the MC is the expected reward with this reward:

**Theorem 1.** For an MC \( C = (S, s_0, P) \) we have that \( H(C) = \sum_{s \in S} L(s) \xi_s \).
Proof. Consider the chain rule for conditional entropy:

\[
H(X_n|X_1, X_2, ..., X_{n-1}) = - \sum_{t \in S} \sum_{s_{n-1} \in S} P(X_n = t, X_0 = s_0, ..., X_{n-1} = s_{n-1}) \cdot \log(P(X_n = t|X_1 = s_1, ..., X_{n-1} = s_{n-1}))
\]

\[
= \sum_{s \in S} \pi_s^{(n-1)} H(X_n|X_{n-1} = s) = \sum_{s \in S} \pi_s^{(n-1)} L(s)
\]

Where \(\pi_s^{(0)}\) is 1 if \(s = s_0\) and 0 otherwise. We can see that the entropy at time \(n\) is the sum on each state of the local entropy of the state multiplied by the probability to be in that state at time \(n-1\). Applying this to the chain rule for joint entropy over an infinite time we have that

\[
H(X_0, X_1, X_2, ...) = H(X_0) + \sum_{n=1}^{\infty} H(X_n|X_0, X_1, ..., X_{n-1})
\]

\[
= H(X_0) + \sum_{n=1}^{\infty} \sum_{s \in S} \pi_s^{(n-1)} L(s)
\]

\[
= H(X_0) + \sum_{s \in S} L(s) \sum_{n=1}^{\infty} \pi_s^{(n)}
\]

\[
= H(X_0) + \sum_{s \in S} L(s) \sum_{n=1}^{\infty} P^n_{s_0,s}
\]

\[
= \sum_{s \in S} L(s) \sum_{n=0}^{\infty} P^n_{s_0,s} = \sum_{s \in S} L(s) \xi_s
\]

As any other reward of this kind, the entropy of an MC can be infinite. Intuitively, the entropy is finite if it almost surely stops increasing. This happens if the execution is eventually confined to a set of states with zero local entropy (deterministic). Since the recurrent states of a chain are exactly the ones that are visited infinitely often, we obtain the following characterization:

**Corollary 1.** The entropy \(H(C)\) of a chain \(C\) is finite iff the local entropy of all its recurrent states is zero.

The above observation gives us an algorithmic characterization of finiteness of entropy for MCs: the entropy of a chain is finite if and only if the chain has one or more absorbing states or absorbs into closed deterministic cycles. Entropy can only be infinite for infinite behaviors; for the first \(n\) execution steps the entropy is always bounded by \(n \log_2 |S|\).

We can classify the processes in two categories: those which eventually terminate the stochastic behavior, and those which do not. Many processes become deterministic.
(or even terminate) after some time. This is the case for a terminating algorithm like a randomized primality test, or for randomized IP negotiation protocols like Zeroconf, which stops behaving randomly as soon as an IP number is assigned. Such processes have finite entropy. On the other hand, the processes that take probabilistic choices forever and never become deterministic have infinite entropy. Using Corollary 1 we characterize the processes having finite entropy as terminating and the processes having infinite entropy as non-terminating. In this sense we consider a process as terminated when its behavior will be forever deterministic, as it will not reveal any more information about the secret.

6. Maximum Entropy Implementation of an Interval MC

Interval MCs describe infinite sets of MCs. We now show how to find an implementation that maximizes entropy, in the sense of Definition 9. Since our Markov chains represent the behavior of deterministic processes, the Maximum Entropy implementation we synthesize is also the one with maximum leakage, and its leakage is thus the channel capacity of all implementations.

In Fig. 2 we show the Maximum Entropy implementation of the Two-step Authentication specification in Fig. 1a. Its entropy is \( \log_2 3 \approx 1.58496 \) bits. This allows us to guarantee that none of the infinite possible implementations of the Two-step Authentication will leak more than \( \log_2 3 \) bits of information to any possible attacker.

Obtaining a Maximum Entropy implementation is a challenging problem. In the first place, such an implementation may not exist, as the set of attainable entropies may be unbounded, so we need an algorithm to verify its existence. Secondly, even if it exists finding it consists of solving a nonlinear optimization problem with constraints over an infinite domain.

We propose a numerical approach to the general problem of solving Interval MCs for non-negative reward functions, and apply it to finding a Maximum Entropy implementation. We first check that such an implementation exists, and then proceed to synthesize it. Remember that an implementation maximizing the expected total reward for the reward function \( R(s, t) = -\log_2(P_{s,t}) \) is a Maximum Entropy implementation.

The expected reward of a reward function may be infinite. An Interval MC admits implementations with infinite entropy if it has a state that can be recurrent and stochastic in the same implementation. We call this the infinite case.

If an Interval MC has a state that is recurrent and deterministic in some implementations and transient and stochastic in some others, but never both recurrent and stochastic in the same implementation, the set of entropies of its implementations is unbounded, despite all the individual implementations having finite entropy; an example is the Repeated Authentication in Fig. 1b. We call this the unbounded case. This happens because the reward assigned to a transition is not a constant, but a logarithmic function of the actual transition probability. With such reward it is possible that the total reward value can be unbounded across possible implementations (not just finite or infinite as for classical non-negative rewards). Note that this does not happen with constant rewards, and is specific to our problem.
6.1. Existence of a Maximum Entropy Implementation

We now show an algorithm for determining whether an Interval MC has a Maximum Entropy implementation with finite entropy. To do this we first give a definition of end components [2, 3] for Interval MCs. Then we show the algorithm for deciding the existence of a Maximum Entropy implementation.

An end component is a set of states of the Interval MC for which there exists an implementation such that once the behavior enters the end component it will stay inside it forever and choose all transitions inside it an infinite number of times with probability 1. We refer to [2] for further discussion.

**Definition 10.** Given an Interval MC $I = (S, s_0, \hat{P}, \tilde{P})$, a set of states $R \subseteq S$ is an end component of $I$ if the following holds:

1. $R$ is strongly connected;
2. $\forall s \in R, t \in S \setminus R. \tilde{P}_{s,t} = 0$;
3. $\forall s \in R. \sum_{u \in R} \hat{P}_{s,u} \geq 1$.

**Corollary 2.** For an Interval MC $I = (S, s_0, \hat{P}, \tilde{P})$, if $R \subseteq S$ is an end component of $I$ then there is an implementation of $I$ in which $P(X_{n+1} \notin R | X_n \in R) = 0$.

An end component is maximal if no other end component contains it. In the Interval MC pictured in Fig. 5 we have that $\{1, 2\}$ is an end component, $\{1, 3\}$ is an end component, and $\{1, 2, 3\}$ and $\{4\}$ are maximal end components.

Algorithm 1 finds all maximal end components of an Interval MC. It first identifies all candidate end-components and their complement—the obviously transient states; then it propagates transient states backwards to their predecessors who cannot avoid reaching them. The predecessors are pruned from the candidate end-components and the procedure is iterated until a fixed point is reached.

**Lemma 2.** Algorithm 1 runs in polynomial time, and upon termination the states of the Interval MC are tagged as ENDCOMPONENTSTATE if they are part of any maximal end component, and tagged as TRANSIENT otherwise.

**Proof.** Clearly the algorithm always terminates, and when it does no state is tagged UNCHECKED.

We show that a state $t$ is tagged as TRANSIENT iff there is no maximal end component containing it. If $t$ is not in any strongly connected component, it is obvious. Note that if $C$ is a SCC then there is no end component that contains both states inside $C$ and outside $C$. If $t$ is in a SCC $C$ at the beginning of the loop, but not after the end of the algorithm, it was removed in some iteration of the loop; remember that the two checks that are performed for each state check that there is at least one implementation such that $P(X_{n+1} \notin R | X_n = t)$. Let’s consider the iteration in which $t$ was removed. If it was the first state to be removed from $C$, it means that for any implementation there is...
Tag all states of $S$ as UNCHECKED;
Find the strongly connected components (SCCs) of the Interval MC (e.g. with Tarjan’s algorithm) and tag any state not in any SCC as TRANSIENT;
repeat
\[
\text{foreach SCC } C \text{ do}
\]
Select a state $s \in C$ tagged UNCHECKED;
Check that $\forall t \in S \setminus C. \hat{P}_{s,t} = 0$. If not, remove $s$ from $C$, tag it TRANSIENT, tag UNCHECKED all states in $C$ with a transition to $s$ and select another state;
Check that $\sum_{u \in C} \hat{P}_{s,u} \geq 1$. If not, remove $s$ from $C$, tag it TRANSIENT, tag UNCHECKED all states in $C$ with a transition to $s$ and select another state;
Tag $s$ as ENDCOMPONENTSTATE;
end
until all states in any non-empty SCC are tagged as ENDCOMPONENTSTATE;
Algorithm 1: Find all maximal end components of an Interval MC.

a positive probability of transitioning from $t$ to a state outside $C$, so $t$ must be transient in any implementation. Thus we can assume by inductive hypothesis that any state removed from $C$ at a certain iteration $k$ is necessarily transient; then if $t$ gets removed after iteration $k$ it means that it has a positive probability to go to a state $u \notin C$ or to a state that has been removed from $C$ in a previous step; in both cases $t$ has necessarily positive probability to go to a transitive state, and is thus transitive.

Since we proved that no states are tagged UNCHECKED after running the algorithm and that states are tagged TRANSITIVE iff they are not in any maximal end component, necessarily states are tagged ENDCOMPONENTSTATE iff they are in some maximal end component.

Complexity: Let $n = |S|$. Tarjan’s algorithm runs in time quadratic in $n$. Each time a state is selected in the loop it is tested in time linear in $n$, and each state gets visited at most $O(n^2)$ times, so the total running time of the algorithm is $O(n^3)$.

Algorithm 2 establishes finiteness of Maximum Entropy across all implementations of an Interval MC. After finding the maximal end components we check whether each end component state in $I$ is deterministic. Because the Interval MC is coherent, this check simply amounts to verifying that for each state in each end component there is a successor state with lower bound on transition probability being 1. If this is the case, then there exists a Maximum Entropy implementation for $I$ with a finite entropy value.

Algorithm 2 for deciding existence of finite maximum entropy implementation is sound and complete:

**Theorem 2.** Let $I$ be an Interval MC and $S_\omega$ the union of all its end components. Then $I$ has no Maximum Entropy implementation iff a state $s \in S_\omega$ is stochastic.

Before proving Theorem 2 we need an additional lemma showing a connection between recurrent states and end components:
Make the Interval MC coherent (see Sect.3);
Find the maximal end components of the Interval MC with Algorithm 1 and call their union \( S_u \);
if there is a stochastic state in \( S_u \) then
  signal that no Maximum Entropy implementation exists
else
  signal that a Maximum Entropy implementation exists
end

Algorithm 2: Verify whether an IMC has a Maximum Entropy implementation

Lemma 3. Let \( \mathcal{I} = (S, s_0, \hat{P}, \check{P}) \) be an Interval MC and \( S_u \) the union of all states of all its end components. Then \( s \in S_u \) iff there exists an implementation of \( \mathcal{I} \) in which \( s \) is recurrent.

Proof. Let \( R \) be an end component of \( \mathcal{I} \) and \( s \in R \).

IF: We want to show that there exists an implementation in which \( s \) is recurrent. Consider an Interval MC \( \mathcal{I}' = (S, s_0, \hat{P}', \check{P}') \) identical to \( \mathcal{I} \) except that \( \check{P}' \) is defined as follows:

\[
\forall s, t \in S. P'_{s,t} = \begin{cases} 0 & \text{if } s \in R \land t \notin R \\ \hat{P}_{s,t} & \text{otherwise} \end{cases}
\]

Note the following:

- \( \mathcal{I}' \) is coherent: since \( \mathcal{I} \) is coherent we need to check \( \mathcal{I}' \) only on the intervals that differ from \( \mathcal{I} \), meaning the \( \hat{P}_{s,t} \) where \( s \in R \land t \notin R \); we need to show that \( \check{P}_{s,t} = 0 \leq 1 - \sum_{u \neq t} P_{s,u} \), but this is obvious since \( \forall s. \sum_{t \in R} P_{s,t} \leq 1 \) by consistency assumption of \( \mathcal{I} \).
- \( R \) is an end component in \( \mathcal{I}' \): this is obvious since \( \hat{P} \) is not modified and \( \check{P} \) for transitions to state inside \( R \) is also unmodified.
- Any implementation of \( \mathcal{I}' \) is also an implementation of \( \mathcal{I} \), since \( \mathcal{I}' \) refines \( \mathcal{I} \).

We know by Definition 10 that \( R \) is a strongly connected component in \( \mathcal{I}' \), and by Lemma 1 this means that there is an implementation in which \( R \) is strongly connected. By the definition of \( \mathcal{I}' \) clearly for any implementation of \( \mathcal{I}' \), \( \forall n \in \mathbb{N}. P(X_{n+1} \notin R \mid X_n \in R) = 0 \). This means that there is an implementation of \( \mathcal{I}' \) in which \( R \) is a closed communicating class, meaning all states in it are recurrent. Since every implementation of \( \mathcal{I}' \) is also an implementation of \( \mathcal{I} \), this is also true for \( \mathcal{I} \).

ONLY IF: We want to show that if there exists an implementation \( \mathcal{C} \) of \( \mathcal{I} \) in which \( s \) is recurrent, then there is an end component \( R \) of \( \mathcal{I} \) such that \( s \in R \). By definition of recurrent states we know that in the implementation \( \mathcal{C} \) we have \( \rho(s, s) = 1 \). Let’s consider the set of the successors of \( s \) in any number of steps: \( \text{Succ}^*(s) = \{ t \in S \mid \exists k \in \mathbb{N}. P_{s,t}^k > 0 \} \subseteq S \).

Clearly \( s \in \text{Succ}^*(s) \). Let’s consider a state \( t \in \text{Succ}^*(s) \); since \( t \) is a successor of \( s \) obviously \( \rho(s, t) > 0 \), but then since \( \rho(s, s) = 1 \) it must be \( \rho(t, s) = 1 \), meaning that \( s \in \text{Succ}^*(t) \). Since \( \forall t, u \in \text{Succ}^*(s). \exists k, k'. P_{t,u}^{k'} > 0 \land P_{s,t}^k > 0 \) then \( \forall t, u \in \)
Succ∗(s).Pk+k′ > 0, meaning Succ∗(s) is strongly connected in C and consequently in I.

Let’s again consider a state  \( t \in Succ^*(s) \): we proved that all states in Succ∗(s) are reachable from it, now we prove ad absurdum that no state outside Succ∗(s) is reachable from  \( t \). Consider  \( u \in S \setminus Succ^*(s) \) such that  \( P_{t,u} > 0 \). Then since  \( t \) is reachable from  \( s \) and  \( u \) is reachable from  \( t \) then  \( u \) is reachable from  \( s \), contradicting  \( u \in S \setminus Succ^*(s) \). Thus in  \( C \) there is no transition with probability greater than 0 from a state in Succ∗(s) to a state outside Succ∗(s); since  \( C \) implements  \( I \) it must be  \( \forall t \in Succ^*(s), u \in S \setminus Succ^*(s).P_{t,u} = 0 \) and since  \( C \) is a Markov chain it must be that  \( \forall t \in Succ^*(s), \sum_{u \in Succ^*(s)} P_{t,u} \geq 1 \). We have shown that Succ∗(s) respects all conditions in Definition 10, and thus it is an end component.

Now we can proceed with the proof of Theorem 2:

Proof of Theorem 2. Let  \( R \) be an end component of  \( I \) and  \( s \in R \).

IF: Let  \( \mathcal{N} = \{ C \in I \mid s \text{ is stochastic in } C \} \) and  \( \mathcal{R} = \{ C \in I \mid s \text{ is recurrent in } C \} \).

Since  \( s \in S_{\omega} \), then by Lemma 3  \( \mathcal{R} \neq \emptyset \), while  \( \mathcal{N} \neq \emptyset \) by assumption. We can distinguish two cases:

1.  \( \mathcal{N} \cap \mathcal{R} \neq \emptyset \): let  \( C \in \mathcal{N} \cap \mathcal{R} \); then in the implementation  \( C \) state  \( s \) is both recurrent and stochastic, and consequently  \( H(C) = \infty \) by Theorem 1, thus no Maximum Entropy implementation exists. In this case we say that the entropy of  \( I \) is infinite.

2.  \( \mathcal{N} \cap \mathcal{R} = \emptyset \): let  \( C \in \mathcal{R} \) be an implementation in which  \( R \) is strongly connected; it exists by Lemma 1. We argue that  \( \exists s \in R, \exists t \notin R.P_{s,t} > 0 \) ad absurdum: let’s assume no state in  \( R \) has an allowed transition outside  \( R \), then since  \( \mathcal{N} \neq \emptyset \) there is an implementation in which a state  \( s \in R \) is stochastic and recurrent, contradicting  \( \mathcal{N} \cap \mathcal{R} = \emptyset \). Then  \( \exists s \in R, \exists t \notin R.P_{s,t} > 0 \). Consider  \( C' \in \mathcal{N} \) which is identical to  \( C \) except that we assign an arbitrarily small positive probability  \( \varepsilon \) to the transition from  \( s \) to  \( t \) and the remaining  \( 1 - \varepsilon \) to states inside  \( R \). Note that  \( C' \notin \mathcal{R} \). Since we did not modify any other state in  \( R \) it is still true that  \( \forall u \in R \setminus \{ s \}, \rho(u,s) = 1 \) while  \( \rho(s,s) = 1 - \varepsilon \). Consider an arbitrarily small  \( 1 > \delta \geq \varepsilon \). If there exists a path of finite length  \( l \) from  \( s \) to itself with probability  \( 1 - \varepsilon \), let  \( \delta = \varepsilon \); if such a finite path does not exist it means that  \( \sum_{n=0}^{\infty} P_{s,s}^n = 1 - \varepsilon \), in which case take  \( \delta = 1 - \sum_{n=0}^{l} P_{s,s}^n \) for an arbitrarily large fixed  \( l \in \mathbb{N} \). In any case we will have  \( \sum_{n=0}^{\infty} P_{s,s}^n = 1 - \delta \). Note that  \( \delta \) gets arbitrarily close to  \( \varepsilon \) as  \( l \to \infty \).

Let’s study  \( \xi_s \). Consider the set  \( \mathcal{E} = \{ n \mid P_{s,s}^n > 0 \} \); it is nonempty by reachability.
of s. Let \( k = \inf(K) \) and \( \rho = P_{s_0,s}^k \). Since \( \rho \leq \rho_s \) we can write

\[
\xi_s = \sum_{n=0}^{\infty} P_{s_0,s}^n \geq \rho \sum_{n=0}^{\infty} P_{s,s}^n \\
= \rho \left( \sum_{n=0}^{l-1} P_{s,s}^n + \sum_{n=l}^{2l-1} P_{s,s}^n + \sum_{n=2l}^{3l-1} P_{s,s}^n + \ldots \right) \\
\geq \rho \left( (1 - \delta) + (1 - \delta) \sum_{n=1}^{l} P_{s,s}^n + \ldots \right) \\
= \rho \left( (1 - \delta) + (1 - \delta)^2 + (1 - \delta)^3 + \ldots \right) \\
= \rho \sum_{m=1}^{\infty} (1 - \delta)^m = \frac{\rho}{\delta} - 1 \approx \frac{\rho}{\varepsilon}
\]

since \( \delta \) can get arbitrarily close to \( \varepsilon \). Note that \( \rho \) does not depend on \( \varepsilon \). We proved that \( \xi_s \) is bounded from below by \( \xi_t \), which can grow as much as we want since \( \rho \) is a positive constant and \( \varepsilon \) can be chosen arbitrarily small.

Now let’s study the local entropy of \( s \). By the properties of entropy we have that the smallest case is when it has two outgoing transitions, one with probability \( \varepsilon \) to a state outside \( R \) and the other with probability \( 1 - \varepsilon \) to a state inside \( R \). Thus we say that \( L(s) \geq -((\varepsilon \log_2 \varepsilon) + ((1 - \varepsilon) \log_2(1 - \varepsilon))) \), and consequently

\[
L(s)\xi_s \geq \rho((\varepsilon \log_2 \varepsilon) + ((1 - \varepsilon) \log_2(1 - \varepsilon)))
\]

Note that

\[
\lim_{\varepsilon \to 0} \frac{\rho((\varepsilon \log_2 \varepsilon) + ((1 - \varepsilon) \log_2(1 - \varepsilon)))}{\varepsilon} = \infty
\]

meaning \( L(s)\xi_s \) is an increasing function as \( \varepsilon \) tends to zero, and since \( H(C) = \sum_{t \in S} L(t)\xi_t \) clearly for each implementation it is possible to give another with a smaller \( \varepsilon \) and finite but greater entropy, meaning no maximum entropy implementation exists. In this case we say that the entropy of \( I \) is **unbounded**.

**ONLY IF:** We will assume we can give implementations of the Interval MC with any entropy value and show that such a state \( s \) must exist. We will proceed ad absurdum: let’s assume for any implementation it is possible to give another implementation with higher entropy for the Interval MC but for any implementation any state \( s \in S_\omega \) is deterministic. Since deterministic states contribute no entropy, only states not in the end component have positive entropy; let \( t \notin S_\omega \) be any one of them. From Lemma 3 we know that there is no implementation in which \( t \) is recurrent, meaning that in each implementation \( \xi_t \) is finite and \( \rho(t,t) < 1 \). This means that there cannot be a cycle in any implementation from \( t \) to itself with probability 1, and since we allow

---

2\footnote{Since \( \varepsilon \) can be arbitrarily small, the cases in which the transitions have probability \( \varepsilon' \) and \( 1 - \varepsilon' \) with \( \varepsilon' < \varepsilon \) are included}
only closed intervals this also means that there exists a small positive $\delta$ such that in no implementation $t$ has a cycle to itself with probability greater than $1 - \delta$. $\xi_t$ can be written as the expected residence time in $t$ from itself multiplied by the first hitting probability $\rho_t$ of $t$:

$$\xi_t = \rho_t \sum_{n=0}^{\infty} P^n_{t,t}$$

Note that:

- since $\rho_t$ is a probability, then it is bounded from above by 1;
- since $t$ has no path to itself with probability greater than $1 - \delta$, then $\forall l \in \mathbb{N}, P^l_{t,t} \leq 1 - \delta$;

thus we can write

$$\xi_t = \rho_t \sum_{n=0}^{\infty} P^n_{t,t} \leq \sum_{n=0}^{\infty} (1 - \delta)^n = \frac{1}{\delta}$$

Since local entropy is bounded from above by $\log_2 |S|$ then for each state $t$ it holds that $L(t)\xi_t \leq \frac{\log_2 |S|}{\delta}$; then $H(C) = \sum_{t \in S} L(t)\xi_t \leq \frac{|S|\log_2 |S|}{\delta}$, contradicting the assumption that for any implementation it is possible to give one with higher entropy.

Theorem 2 proves that Alg. 2 is sound and complete to verify the existence of a Maximum Entropy implementation as defined in Def. 9 for a given Interval MC $\mathcal{I}$. If such an implementation exists, its entropy is the channel capacity for all implementations of the system and can be used as an upper bound on the information leakage of all such implementations, providing a security guarantee for the protocol represented by $\mathcal{I}$. We will now show a numerical method to synthesize a Maximum Entropy implementation with arbitrary precision. In Sect. 7 we discuss the case in which such an implementation does not exist.

6.2. Synthesis of a Maximum Entropy Implementation

We have been characterizing the existence of a Maximum Entropy implementation with finite entropy, now we propose a numerical technique to synthesize it with an arbitrary precision [33]; the Maximum Entropy implementation of the Two-step Authentication in Fig. 2 has been obtained this way. We reduce the problem to solving a multidimensional maximization on convex sets by considering each of the $|S|^2$ transition probabilities $P_{s,t}$ in the chain as different dimensions, each of which can take values in the interval $[\hat{P}_{s,t}, \check{P}_{s,t}]$, generating a convex polytope.

Due to coherence of the Interval MC there exists at least one Markov chain implementing it, so the polytope will be nonempty. We need to add to the system the constraints $\forall s \in S, \sum_{t \in S} P_{s,t} = 1$ to ensure every solution can be interpreted as an MC. Since these constraints are linear, the domain is still a convex polytope. A point in the polytope thus defines a Markov chain. The objective function to maximize is the entropy of such Markov chain, which can be calculated in PTIME as shown in Sect. 5.
This optimization problem for an everywhere differentiable function can be solved using numerical methods. Once the global maximum is found with a numerical algorithm, the parameters \( P_{s,t} \) interpreted as a MC give a Maximum Entropy implementation.

**Example.** Consider the Two-step Authentication in Fig. 1a. The entropy of the system is

\[
H = - (P_{1,2} \log_2(P_{1,2})) - ((1 - P_{1,2}) \log_2(1 - P_{1,2})) + P_{1,2} (- (P_{2,4} \log_2(P_{2,4})) - ((1 - P_{2,4}) \log_2(1 - P_{2,4})))
\]

under constraints \( 0 \leq P_{1,2} \leq 1 \land 0 \leq P_{2,4} \leq 1 \). It is maximal for \( P_{1,2} = \frac{2}{3}, P_{2,4} = 0.5 \). The Maximum Entropy implementation is shown in Fig. 2.

### 7. Infinite vs Unbounded Entropy for Interval MCs

We now give insight about the difference between unbounded and infinite entropy for an Interval MC and give a decision procedure to distinguish the two cases.

The infinite case means that it is possible to give implementations with infinite entropy, and by Corollary 1 an implementation with infinite entropy must be non-terminating. Thus this case means that the specification allows for non-terminating implementations, during which an arbitrary amount of information will be leaked.

The unbounded case means that all implementations terminate, but whatever the size of the secret, it is possible to give an implementation that leaks all of it, and thus we cannot give security guarantees for their behavior.

Consider the Repeated Authentication in Fig. 6a; since state 1 can be both recurrent and stochastic but never both, we are in the unbounded case, and in fact it is possible to give implementations with arbitrary entropy. Since the Repeated Authentication is a security scenario, this means that it is possible to give implementations that leak any amount of information about the confidential data, and thus this should be considered an insecure authentication protocol, as it is not possible to give any security guarantee for it.

In this particular case this depends on the fact that we allow the black list to be empty; in this implementation the attacker can try all possible passwords, and thus will eventually leak all of the confidential data. In Figure 6b we show a modified version in which the black list covers at least 30% of the passwords; for this case the Interval MC has a Maximum Entropy implementation, and is thus possible to give a security guarantee.

Algorithm 3 discriminates these two cases. The idea is to build an implementation that maximizes the end components (in which all states that can be stochastic are stochastic). If this implementation has stochastic states in a strongly connected component,
Find all maximal end components of the Interval MC;
Modify the transition probabilities so that all end components are closed: for each end component \( R \), set \( P_s,t \) = 0 for all \( s \in R, t \notin R \);
Make the Interval MC coherent again with the coherence algorithm;
if the states of all end components are deterministic then
| signal that no infinite entropy implementation exists
else
| signal that an infinite entropy implementation exists
end
Algorithm 3: Verify whether an Interval MC allows for infinite implementations.

then it will be possible to generate an infinite amount of entropy, otherwise the entropy of any implementation is always finite.

After step 2 the Interval MC will still have implementations, since by the definition of end components it is possible to give an implementation that has probability 0 of leaving the end component; we are just forcing it to happen for all our end components and checking if this makes them necessarily deterministic or not.

8. Discussion about Maximum Entropy Strategy of an MDP

We briefly discuss the usage of Markov Decision Processes as specification models, to show that the approach can be generalized to different specification theories.

As for Interval MCs, reward functions over transitions can be defined for MDPs. In an MDP \( P = (S, \pi, P, \Lambda) \) a non-negative reward function is a function \( R : S \times \Lambda \times S \rightarrow \mathbb{R}^+ \) assigning a non-negative reward value to each triple \((s, a, t)\) such that \( s, t \in S, a \in \Lambda_s \). The expected reward for a state-action pair \((s, a)\) is a linear combination \( R(s, a) = \sum_{t \in S} P(s,a),t R(s,a),t \). Finding a strategy maximizing a non-negative reward function is known as the Positive-bounded Expected Total Reward problem in Puterman’s book [29].

As for Interval MCs, we want to cast entropy as a non-negative reward function over transitions of MDPs and we want to find the strategy that maximizes entropy. Alas, the reward function for entropy would have to sum up all the probabilities of going from a state \( s \) to a state \( t \) through all the actions in \( \Lambda_s \), and thus cannot be cast in this form. Consider Fig. 4; the probability of transitioning from state 1 to state 2 depends on both \( P_{1,a},2 \) and \( P_{1,b},2 \) and thus we cannot compute it by assigning rewards to a transition without considering every other transition from the same state. The reward function would have to be defined on states, becoming \( R(s) = -\sum_{t \in S} ((\sum_{a \in \Lambda_s} P_{(s,a),t}) \log_2 (\sum_{a \in \Lambda_s} P_{(s,a),t})) \), which contains a non-linear dependency on the choice of strategy \((P_{(s,a),t})\), so standard reward optimization methods do not apply.

More importantly, the Maximum Entropy strategy would not be positional. Consider the MDP model of the Two-step Authentication protocol in Fig. 7. Each strategy for
assigning probabilities to actions $a$ and $b$ in states 1 and 2 resolves the MDP in a Markov chain, allowing us to use the MDP as a specification model. The Maximum Entropy strategy is the strategy assigning probability $\frac{2}{3}$ to $a$ and $\frac{1}{3}$ to $b$ in state 1 and probability $\frac{1}{2}$ to $a$ and $\frac{1}{2}$ to $b$ in state 2, so this is an example of a case in which the Maximum Entropy strategy is not positional. This prevents us from using common algorithms like value iteration, policy iteration and reduction to linear programming [29, Chpt. 7] to find the optimal solution. A numerical approximation approach needs to be applied, showing the inherent hardness of the problem and validating our approximation approach in the case of Interval MCs.

9. Conclusion and Future Work

It can be possible to give an upper bound to the leakage of a protocol even if some of its parameters are unspecified, computing the entropy of the Maximum Entropy implementation of the specification when it exists. If such implementation does not exist, the protocol is inherently insecure and should be modified. Existence of the Maximum Entropy implementation can be determined in polynomial time in the size of the model, while its synthesis requires the solution of a nonlinear multidimensional maximization problem.

The intention is to allow implementation of intelligent tools that can automatically concretize underspecified models and give security guarantees to specifications, and eventually optimize the parameters of such models to make them more resistant to attacks. It would be interesting to extend our results (and the tool) to specifications with open intervals, and to other abstractions such as non-trivial subclasses of Constraint MCs [7] or Abstract Probabilistic Automata [14].
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Abstract. The quantification of information leakage provides a quantitative evaluation of the security of a system. We propose the usage of Markovian processes to model and analyze the information leakage of deterministic and probabilistic systems. We show that this method generalizes the lattice of information approach and is a natural framework for modeling refined attackers capable to observe the internal behavior of the system. We also use our method to obtain an algorithm for the computation of channel capacity from our Markovian models. Finally, we show how to use the method to analyze timed and non-timed attacks on the Onion Routing protocol.

1 Introduction

Quantification of information leakage is a recent technique in security analysis that evaluates the amount of information about a secret (for instance about a password) that can be inferred by observing a system. It has sound theoretical bases in Information Theory [1,2]. It has also been successfully applied to practical problems like proving that patches to the Linux kernel effectively correct the security errors they address [3]. It has been used for analysis of anonymity protocols [4,5] and analysis of timing channels [6,7]. Intuitively, leakage of confidential information of a program is defined as the difference between the attacker’s uncertainty about the secret before and after available observations about the program [1].

The underlying algebraic structure used in leakage quantification for deterministic programs is the lattice of information (LoI) [1]. In the LoI approach an attacker is modelled in terms of possible observations of the system she can make. LoI uses an equivalence relation to model how precisely the attacker can distinguish the observations of the system. An execution of a program is modeled as a relation between inputs and observables. In this paper we follow the LoI approach but take a process view of the system. A process view of the system is a more concise representation of behaviour than an observation relation. Moreover a process view does not require that the system is deterministic, which allows us

* The research presented in this paper has been partially supported by MT-LAB, a VKR Centre of Excellence for the Modelling of Information Technology.
to handle randomized protocols—for the first time using a generic, systematic and implementable LoI-based methodology.

We use Markov Decision Processes to represent the probabilistic partial-information semantics of programs, using the nondeterminism of the model for the choices that depend on the unknown secret. We define the leakage directly on such model. With our method we can distinguish the inherent randomness of a randomized algorithm from the unpredictability due to the lack of knowledge about the secret. We exploit this distinction to quantify leakage only for the secret, as the information leakage about the random numbers generated is considered uninteresting (even though it is an information in information theoretical sense). We thus work with both deterministic and randomized programs, unlike the previous LoI approach.

We give a precise encoding of an attacker by specifying her prior knowledge and observational capabilities. We need to specify which of the logical states of the system can be observed by the attacker and which ones he is able to distinguish from each other. Given a program and an attacker we can calculate the leakage of the program to the attacker.

We also show how to turn the leakage computation into leakage optimization: we compute the maximum leakage over all possible prior information of attackers ceteris paribus, or in other words, the leakage for the worst possible attacker without specifying the attacker explicitly. This maximum leakage is known as the channel capacity of the system [8]. Since we are able to model a very large class of attackers the obtained channel capacity is robust. Computing channel capacity using this method requires solving difficult optimization problems (as the objective is nonlinear), but we show how the problem can be reduced to standard reward optimization techniques for Markovian models for a class of interesting examples.

Our method can be applied to finite state systems specified using a simple imperative language with a randomization construct. It can also be used for systems modeled directly as Markov Decision Processes. We demonstrate the technique using an MDP model of the known Onion Routing protocol [9], showing that we can obtain the channel capacity for a given topology from an appropriate Markov Decision Process describing the probabilistic partial information behavior of the system. Also, our behavioral view of the system allows us to encode an attacker with time-tracking capabilities and prove that such an attacker can leak more information than the canonical attacker that only observes the traffic on the compromised nodes. Timing-based attacks to the Onion Routing protocol have been implemented before [10,11], but to our best knowledge the leakage of timing-attacks has not been quantified before.

Our contributions include:

- A method for modeling attack scenarios consisting of process models of systems and observation models of attackers, including a simple partial-observability semantics for imperative programs, so that these models can also be obtained from code.
- A definition of leakage that generalizes the LoI approach to programs with randomized choices (strictly including the class of deterministic programs), and dually the first application of the LoI approach to process specifications of systems.
- A method for computing leakage for scenarios modeled as described above. The method is fully implementable.
- A method to parameterize the leakage analysis on the attacker’s prior information about the secret, to allow the computation of channel capacity by maximizing an equation characterizing leakage as a function of prior information.
- The worst-case analysis of the Onion Routing protocol when observed by non time-aware and time-aware attackers able to observe the traffic passing through some compromised nodes.

The paper proceeds as follows. Section 2 provides the core background on probabilistic systems and the LoI approach. Section 3 gives an overview of our new leakage quantification method. The non-obvious steps are further detailed in Sections 4–6. In Sect. 7 we explain how to use the method for computing channel capacity, and we use this technique to analyze leakage in the onion routing protocol against untimed and timing attacks (Sect. 8). We discuss the related work (Sect. 9) and conclude (Sect. 10).

2 Background

2.1 Markovian Models

**Definition 1.** A tuple \( C = (S, s_0, P) \) is a Markov Chain (MC), if \( S \) is a finite set of states, \( s_0 \in S \) is the initial state and \( P \) is an \(|S| \times |S|\) probability transition matrix, so \( \forall s, t \in S. \ P_{s,t} \geq 0 \) and \( \forall s \in S. \ \sum_{t \in S} P_{s,t} = 1 \).

The probability of transitioning from any state \( s \) to a state \( t \) in \( k \) steps can be found as the entry of index \((s, t)\) in \( P^k \) [12]. We call \( \pi^{(k)} \) the probability distribution vector over \( S \) at time \( k \) and \( \pi_s^{(0)} \) the probability of visiting the state \( s \) at time \( k \); note that \( \pi_s^{(k)} = \pi_0 P^k \), where \( \pi_s^{(0)} = 1 \) if \( s = s_0 \) and 0 otherwise.

A state \( s \in S \) is absorbing if \( P_{s,s} = 1 \). In the figures we will not draw the looping transition of the absorbing states, to reduce clutter.

Let \( \xi(s, t) \) denote the expected residence time in a state \( t \) in an execution starting from state \( s \) given by \( \xi(s, t) = \sum_{n=0}^{\infty} P_{s,t}^n \). We will write \( \xi_s \) for \( \xi(s_0, s) \).

Given a Markov chain \( C = (S, s_0, P) \) let a discrimination relation \( R \) be an equivalence relation over \( S \). Given \( C \) and \( R \) define the quotient of \( C \) by \( R \) as a new Markov chain \( C/R = (S/R, s_0', P') \) where

- \( S/R \) is the set of the equivalence classes of \( S \) induced by \( R \)
- \( s_0' \) is the equivalence class of \( s_0 \)
- $P': S/R \times S/R \to [0,1]$ is a probability transition function between equivalence classes of $S/R$ such that

$$\forall c,d \in S/R. P'_{c,d} = \frac{1}{|c|} \sum_{s \in c} P_{s,t}$$

Given $k$ Markov chains $C^1 = (S^1, s_0^1, P^1), \ldots, C^k = (S^k, s_0^k, P^k)$ their synchronous parallel composition is a MC $C = (S, s_0, P)$ where $S$ is $S^1 \times \ldots \times S^k$, $s_0$ is $s_0^1 \times \ldots \times s_0^k$ and $P_{s,t} = \prod_{i=1}^{k} P^i_{s_i,t_i}$.

**Definition 2.** A Markov Decision Process (MDP) is a tuple $P = (S, s_0, P, A)$ where $S$ is a finite set of states containing the initial state $s_0$, $A_s$ is the finite set of available actions in a state $s \in S$ and $A = \bigcup_{s \in S} A_s$, and $P : S \times A \times S \to [0,1]$ is a transition probability function such that $\forall s, t \in S, \forall a \in A_s: P(s, a, t) \geq 0$ and $\forall s \in S, \forall a \in A_s: \sum_{t \in S} P(s, a, t) = 1$.

We will write $s \overset{a}{\rightarrow} [P_1 \rightarrow t_1, \ldots, P_n \rightarrow t_n]$ to denote that in state $s \in S$ the system can take an action $a \in A_s$ and transition to the states $t_1, \ldots, t_n$ with probabilities $P_1, \ldots, P_n$.

We will enrich our Markovian models with a finite set $V$ of integer-valued variables, and an assignment function $A : S \rightarrow \mathbb{Z}^{|V|}$ assigning to each state the values of the variables in that state. We will use the expression $v_s$ to denote the value of the variable $v \in V$ in the state $s \in S$. Later we will use the values of the variables to define the discrimination relations, as explained in Section 6.

### 2.2 Reward and Entropy of a Markov Chain

A real-valued reward functions on the transitions of a MC $C = (S, s_0, P)$ is a function $R : S \times S \to \mathbb{R}$. Given a reward function on transitions, the expected reward $R(s)$ for a state $s \in S$ can be computed as $R(s) = \sum_{t \in S} P_{s,t} R(s, t)$, and the expected total reward $R(C)$ of $C$ as $R(C) = \sum_{s \in S} R(s) \xi_s$.

The entropy of a probability distribution is a measure of the unpredictability of the events considered in the distribution [13]. Entropy of a discrete distribution over the events $x \in X$ is computed as $H(\mathbf{P}(x_1), \mathbf{P}(x_2), \ldots, \mathbf{P}(x_n)) = \sum_{x \in X} \mathbf{P}(x) \log_2 \frac{1}{\mathbf{P}(x)}$. We will sometimes write $H(\mathbf{P}(x_1), \mathbf{P}(x_2), \ldots, \mathbf{P}(x_n))$ for the entropy of the probability distribution over $x_1, \ldots, x_n$.

Since every state $s$ in a MC $C$ has a discrete probability distribution over the successor states we can calculate the entropy of this distribution. We will call it local entropy, $L(s)$, of $s$: $L(s) = -\sum_{t \in S} P_{s,t} \log_2 P_{s,t}$. Note that $L(s) \leq \log_2(|S|)$.

As a MC $C$ can be seen as a discrete probability distribution over all of its possible traces, we can assign a single entropy value $H(C)$ to it. The global entropy $H(C)$ of $C$ can be computed by considering the local entropy $L(s)$ as the expected reward of a state $s$ and then computing the expected total reward of the chain [14]:

$$H(C) = \sum_{s \in S} L(s) \xi_s$$
2.3 Lattice of Information

Let $\Sigma$ be a finite set of observables over a deterministic program $P$. Consider all possible equivalence relations over $\Sigma$; each of them represents the discriminating power of an attacker. Given two equivalence relations $\approx, \sim$ over $\Sigma$ define a refinement ordering as

$$\approx \sqsubseteq \sim \iff \forall \sigma_1, \sigma_2 \in \Sigma \ (\sigma_1 \sim \sigma_2 \Rightarrow \sigma_1 \approx \sigma_2) \quad (1)$$

The ordering forms a complete lattice over the set of all possible equivalence relations over $\Sigma$ [15]: the Lattice of Information (abbreviated as LoI).

If $\approx \sqsubseteq \sim$ then classes in $\sim$ refine (split) classes in $\approx$, thus $\sim$ represents an attacker that can distinguish more while $\approx$ represents an attacker that can distinguish less observables.

By equipping the set $\Sigma$ with a probability distribution we can see an equivalence relation as a random variable (technically it is the set theoretical kernel of a random variable but for information theoretical purposes can be considered a random variable [1]). Hence the LoI can be seen as a lattice of random variables.

The connection between LoI and leakage can be illustrated by this simple example: consider a password checking program checking whether the user input is equal to the secret $h$. Then an attacker observing the outcome of the password check will know whether the secret is $h$ or not, hence we can model the leakage of such a program with the equivalence relation $\{\{h\}, \{x|x \neq h\}\}$.

More generally, observations over a deterministic program $P$ form an equivalence relation over the possible states of $P$. A particular equivalence class will be called an observable. Hence an observable is a set of states indistinguishable by an attacker making that observation. If we consider an attacker able to observe the outputs of a program then the random variable associated to a program $P$ is given by the equivalence relation on any two states $\sigma, \sigma'$ from the universe of program states $\Sigma$ defined by

$$\sigma \simeq \sigma' \iff [P](\sigma) = [P](\sigma') \quad (2)$$

where $[P]$ represents the denotational semantics of $P$ [16]. Hence the equivalence relation amounts to “having the same observable output”. This equivalence relation is nothing else than the set-theoretical kernel of the denotational semantic of $P$ [17].

Given a random variable associated to an attacker’s observations of a deterministic program $P$ the leakage of $P$ is then defined as the Shannon entropy of that random variable. It is easy to show that for deterministic programs such entropy is equal to the difference between the attacker’s a priori and a posteriori uncertainty about the secret and that it is zero if and only if the program is secure (i.e. non interferent) [1].

More intentional attackers in the LoI setting are studied in [18,7], however this is the first work where LoI is used to define leakage in a probabilistic setting.
3 Information Leakage of Markov Chains

We begin with an overview of the proposed technique for leakage quantification. It proceeds in five steps, that are all fully automatable for finite state programs. Let a scenario be a pair \((P, A)\), where \(P\) is the system we want to analyze and \(A\) is an attacker. We will call \(P\) the program, even if it can be any system suitably modeled as an MDP as explained in Sect. 4.

**Step 1: Define a MDP representing \(P\) (Sections 4, 8).** We first give a probabilistic semantics to the program in the form of an MDP, in which probabilistic choices are represented by successor state distributions and branching is represented by decision states. This is more or less standard definition of operational semantics for randomized imperative programs.

**Example [17].** A program has two variables \(l\) and \(h\). Variable \(h\) is 2-bit long and private, while variable \(l\) is public. The attacker can read \(l\) but not \(h\):

\[
1 = 0; \text{ while } (l != h) \text{ do } l = l + 1;
\]

The MDP representing the probabilistic partial information semantics of the program is depicted in Fig. 1a. The states in which the system stops and produces an output are encoded with the absorbing states of the MDP, i.e. the states with a probability of transitioning to themselves equal to 1. In the MDP in Fig. 1a states \(S_1, S_3, S_5\) and \(S_6\) are absorbing states.

**Step 2: Define the attacker \(A\).** An attacker is an external agent observing the system to infer information about its private data. We assume that the attacker knows the implementation of the system (white-box), but is not necessarily able to observe and discriminate all the logical states of the system at runtime. We specify the prior information about the system that the attacker might have, and which system states she can observe and discriminate at runtime.

**Definition 3.** An attacker is a triple \(A = (I, R_A, T_A)\) where \(I\) is a probability distribution over the possible values of the secret encoding the attacker’s prior...
information about it, $R_A$ is a discrimination relation over the states of the system in which two states are in the same class if the attacker cannot discriminate them, and $T_A \subseteq S$ is the set of states hidden to the attacker.

Example. In our example we will use the following attacker: $I = (1/4, 1/4, 1/4, 1/4)$ (no prior information), $T_A = (S_2, S_4)$ (cannot observe internal states) and $R_A = \{(S_1, S_3), (S_3, S_0)\}$ (cannot distinguish states $S_1$ from $S_3$ and $S_3$ from $S_0$).

**Step 3: Resolve the nondeterminism in the MDP.** To transform the MDP in a MC, and thus compute leakage, we need to exploit the prior information $I$ of the attacker. We use it to compute a probability distribution over possible values of private variables in each states of the MDP. To do this for a given state $s$ we just need to normalize $I$ on the allowed values of the private variables for the state. The probability of the each action $a \in A$ is computed as the probability of the event labelling $a$ given the probability distribution over the values of the secret in $s$. We will denote the obtained MC by $C$.

Example. In state $S_0$ the probability distribution over $h$ is $I = (1/4, 1/4, 1/4, 1/4)$ and $l=0$. The program transitions to state $S_1$ if $h=l$ and to state $S_2$ if $h \neq l$. We have that $P_{S_0 \rightarrow S_1}$ is $P(h = l | S_0) = 1/4$ and the probability distribution on $h$ in $S_1$ is $(1, 0, 0, 0)$. Complementarily, $P_{S_0 \rightarrow S_2}$ is $3/4$ and the probability distribution on $h$ in $S_2$ is $(0, 1/3, 1/3, 1/3)$. Figure 1b shows the outcome after repeating this step in all states of the MDP of Fig. 1a.

**Step 4: Hide non-observable states (Sect. 5).** In the above example the attacker cannot observe the internal states of the system. We expressed this by taking $T_A = (S_2, S_4)$. Since these states are not observable, we remove them from the MC and redistribute the probability of visiting them to their successors. If a hidden state has no or only hidden successors, it will never produce any observable—we call this event divergence. In general we assume that the observer can understand if the program diverges, so divergence is one of the possible outputs of the system. We write $C$ for the MC resulting from hiding in $C$ the states of $T_A$. We call $C$ the observable reduction of the scenario.

Example. Figure 2c presents the observable reduction for the running example.

![Simple Loop Example](image)

**Fig. 2. Simple loop example c) Observable reduction d) Relabeling e) Quotient**
Step 5: Compute the leakage (Sect. 6). From the observable reduction \( C \) and the attacker’s discrimination relation \( R_A \) we can compute the leakage for the scenario \((P, A)\). The definition of leakage for this model is based on the quotient operator for Markov chains. A quotiented MC \( C/R \) captures the view of the chain when observed by an agent able to distinguish equivalence classes of \( R \).

Let \( R_h \) be a discrimination relation that relates states with the same possible values of the secret that is finer than probabilistic bisimulation. Then leakage is the mutual information between the attacker and the system as seen by an agent able to discriminate only states with different values of the secret:

**Definition 4.** Let \((P, A)\) be a scenario, \( A = (I, R_A, T_A) \) an attacker, \( C \) the observable reduction of the scenario and \( R_h = \{(s, t) \in S | h(s) = h(t)\} \). Then the information leakage of \( P \) to \( A \) is

\[
I(C/R_h; C/R_A) = H(C/R_h) + H(C/R_A) - H(C/R_A \cap R_h).
\]

**Corollary 1.** If \( P \) is a deterministic program, then the leakage is \( H(C/R_A) \).

**Example.** Recall that in the running example the attacker is only able to read the parity of \( l \). We have that \( R_A = \{(S_1, S_5), (S_3, S_6)\} \). We name the equivalence classes even and odd and relabel the state with the classes (see Fig. 2d). The quotient \( C/R_A \) is depicted in Fig. 2e. The program is deterministic, so by Corollary 1 the leakage of the scenario is equivalent to the entropy of such quotient, or 1 bit [14].

### 4 Handling Randomized Imperative Programs

We give a simple probabilistic partial-observation semantics for an imperative language with randomization. This semantics, akin to abstract interpretation, derives Markovian models of finite state programs automatically. Let all variables be integers of predetermined size and class (public, private) declared before execution. Private variables are read-only, and cannot be observed externally. Denote by \( l \) (resp. \( h \)) names of public (resp. private) variables; by \( p \) reals from \([0;1]\); by \texttt{label} all program points; by \( f \) (\( g \)) pure arithmetic (Boolean) expressions. Assume a standard set of expressions and the following statements:

\[
stmt ::= \ l := f(l...) \mid l := \text{rand} \ p \mid \text{skip} \mid \text{goto label} \mid \text{return} \mid \text{if } g(l,...,h...) \text{ then } stmt-list \text{ else } stmt-list
\]

The first statement assigns to a public variable the value of expression \( f \) depending on other public variables. The second assigns zero with probability \( p \), and one with probability \( 1 - p \), to a public variable. The \texttt{return} statement outputs values of all public variables and terminates. A conditional branch first evaluates an expression \( g \) dependent on private and public variables; the first list of statements is executed if the condition holds, and the second otherwise. For simplicity, all statement lists must end with an explicit jump, as in: \texttt{if} \( g(1,h) \) \texttt{then} ...; \texttt{goto}
done; else ...; goto done; done: ... Each program can be easily transformed to this form. Loops can be added in a standard way as a syntactic sugar.

The probabilistic partial-information semantics assumes an external view of the program, so private variables are not visible. A state in this view is a triple \((pc, L, H)\), where \(pc\) is the current program counter, \(L\) maps public variables to integer values of the appropriate size, and \(H\) maps private variables to sets of their possible values. If the observer knows nothing about a private variable \(h\), the set \(H(h)\) holds all the values of \(h\)’s type. If the observer holds some prior information, or learns through interaction with the system, this set is smaller.

The semantics (Fig. 3) is a small-step operational semantics with transitions from states to distributions over states, labeled by expressions dependent on \(h\) (only used for the conditional statement). It generates an MDP over the reachable state space. In Fig. 3, \(v, l\) are public variables and \(h\) is a private variable. Expressions in rule consequences stand for values obtain in a standard way. \(L[l/X]\) denotes substitution of \(X\) as the new value for \(l\) in mapping \(L\). Finally, \(H[g]\) denotes a restriction of each set of possible values in a mapping \(H\), to contain only values that are consistent with Boolean expression \(g\). Observe that the return rule produces an absorbing state—this is how we model termination in an MDP. The rand rules produces a proper distribution, unlike the other Dirac distributions. The if rule produces a nondeterministic decision state.

In the obtained MDP states are labelled by values of public variables and sets of values of private variables. Actions from each state represent the secret-dependent events for the state. Our leakage quantification technique works for any MDP of this shape, even the ones not necessarily obtained from code. In Sect. 8 we will create such a model directly from a topology of the Onion Routing protocol.
1. Take $C \setminus T = (S, s_0, P)$ and $P = P$
2. Add to the MC the divergence state $\uparrow$ with $P_{\uparrow, \uparrow} = 1$
3. Choose a hidden state $t \in T$, or terminate if $T$ is empty
4. Let $\text{Pred}(t) = \{ s \in S \setminus \{t\} \mid P_{s,t} > 0 \}$ be the set of predecessors of $t$
5. Let $\text{Succ}(t) = \{ u \in S \setminus \{t\} \mid P_{t,u} > 0 \}$ be the set of successors of $t$
6. If $P_{t,t} = 1$:
   (a) For each state $s \in \text{Pred}(t)$ set $P_{s,\uparrow} = P_{s,t}$
   (b) Remove $t$ from $S$ and $T$ and go back to step 3
7. Else
   (a) For each $u \in \text{Succ}(t)$ set $P_{t,u} := \frac{P_{t,u}}{1 - P_{t,t}}$
   (b) Set $P_{t,t} = 0$
   (c) For each $s \in \text{Pred}(t)$ and $u \in \text{Succ}(t)$ set $P_{s,u} := P_{s,u} + P_{s,t}P_{t,u}$
   (d) Remove $t$ from $S$ and $T$ and go back to step 3

Fig. 4. Computing $C \setminus T = (S \setminus T, s_0, P)$ for a MC $C = (S, s_0, P)$ and hidden states $T \subset S$

5 Hiding Non-observable States

In the simple loop example of Sect. 3 the attacker is unable to observe states $S_2$ and $S_4$; we call these non-observable states hidden. His view of the system is thus adequately represented by the MC in Fig. 2c. In this figure the probability of transferring from the state $S_0$ to state $S_5$ is the probability of reaching $S_5$ from $S_0$ in the MC of Fig. 1b eventually, so after visiting zero or more hidden states.

Note that the initial state cannot be hidden, as we assume the attacker knows that the system is running. This assumption does not restrict the power of the approach, since one can always model a system, whose running state is unknown, by prefixing its initial state by a pre-start state, making it initial, and hiding the original initial state.

We present the hiding algorithm in Fig. 4. We will overload the symbol $\setminus$ to use for the hiding operation: we write $C \setminus T$ for the observable MC obtained from $C$ by hiding the states in set $T$. If a system stays in a hidden state forever, we say it diverges. Divergence will be symbolized by a dedicated absorbing state named $\uparrow$. Otherwise, we compute the new successor probabilities for $t$; we accomplish this by setting the probability of transitioning from $t$ to itself to 0 and normalizing the other probabilities accordingly. Then we compute the probability that each of its predecessors $s$ would transition to each of its successors $u$ via $t$ and add it to the transition probability from $s$ to $u$, and finally we remove $t$ from the MC.

The difference between states that cannot be discriminated and hidden states is of primary importance. The former assumes that the attacker is aware of the existence of such states, and thus knows when the system is in one of them, but is not able to discriminate them because they share the same observable properties. For instance, if the attacker can only read the system’s output he will not be able to discriminate between different states that produce the same output. In contrast the attacker has no way to observe the behavior of the system when it is in an hidden state, not even by indirect methods like keeping track of the
discrete passage of time. For instance, if the attacker can only read the system’s output, the states of the system that produce no output will be hidden to him.

6 Collapsing Non-discriminable States

Discrimination relations are equivalence relations that we use to encode the fact that some states cannot be observed separately by the attacker, since they share some observable properties. Different attackers are able to observe different properties of the states, and thus discriminate them differently.

The discrimination relation $R_A$ represents the attacker’s inability to determine when the system is in a particular state due to the fact that different states have the same observable properties. We define equivalence classes based on $R_A$, and the attacker knows that the system is in one of these classes but not in which state. This is encoded by relabelling the states of the MC with their equivalence classes in $S$ and then quotienting it by $R_A$.

We need to impose a restriction to $R_A$, since not all discrimination relations are suitable for encoding attackers: the attacker is always able to discriminate states if they behave differently in the relabelled model. Let $C^{R_A}$ be the MC $C$ in which the states are labeled with their equivalence class in $S/R_A$. Then $R_A$ encodes the discrimination relation of an attacker only if the states with the same label in $C^{R_A}$ are probabilistically bisimilar.

As a result of this condition, all traces in $C^{R_A}$ are relabelled projections of traces in $C$. This is fundamental to prevent the attacker from expecting traces that do not appear in the actual computation. It also allows us to generalize the discrimination relation ordering used in the LoI approach [1]. Let $A_1 = (I_1, T_A, R_A)$ and $A_2 = (I_2, T_A, R_A)$ be two attackers, and define

$$A_1 \sqsubseteq A_2 \iff I_1 = I_2 \land T_A = T_A \land R_A \subseteq R_A$$

**Theorem 1.** Let $A_1$ and $A_2$ be two attackers such that $A_1 \sqsubseteq A_2$. Then for any program $P$, the leakage of the scenario $(P, A_1)$ is greater or equal then the leakage of the scenario $(P, A_2)$.

Effectively, the attacker that is able to discriminate more states (a language-like qualitative property) is able to leak more information (an information-theoretical quantitative property). The attacker with the highest leakage can discriminate all states, thus its discrimination relation is the identity; the attacker with the lowest leakage cannot discriminate any state from any other, and thus has leakage 0.

The common definition of leakage of the LoI approach [2] assumes that the attacker can observe the different output of a deterministic system. It can be easily encoded in our method. Consider a deterministic program $P$ with a low-level variable $o$ encoding the output of the program. Let the an attacker $A_{I/O}$ have $R_{A_{I/O}} = \{(s, t) \in S \times S | o_s = o_t\}$ and $T_{A_{I/O}}$ being the set of all internal states of the MDP semantics of $P$. The following proposition states that such attacker is the one considered in [2]:

\[11\]
**Theorem 2.** Let \((P, A_{I/O})\) be a scenario, \(A_{I/O}\) being the attacker defined above. Then \(H(C/R_{A_{I/O}}) = \text{Leakage}(P)\).

### 7 Computing Channel Capacity

The method we presented computes the leakage for a scenario, but it is common in security to ask what is the leakage of a given program in the worst-case scenario, i.e. for the scenario with the highest leakage. We consider the maximum leakage over all the attackers with the same discrimination relation \(R_A\) and hidden states \(T_A\), but different prior information \(I\). We define a class of attackers this way because maximizing over all discrimination relations would just conclude that the attacker able to discriminate all states leaks all the information in the system.

The maximum leakage for a class of attackers is known as channel capacity, and it is the upper bound to the leakage of the system to any attacker [8]:

**Definition 5.** Let \(P\) be a program and \(\mathcal{A}\) the class of all attackers with discrimination relation \(R_A\) and hidden states \(T_A\). Let \(\hat{A} \in \mathcal{A}\) be the attacker maximizing the leakage of the scenario \((P, A)\) for all \(A \in \mathcal{A}\). Then the channel capacity of \(P\) is the leakage of the scenario \((P, \hat{A})\).

To compute it we proceed as follows. We first transform the MDP semantics of \(P\) in a parameterized MC with constraints. Then we define a MC and a reward function from it such that the expected total reward of the MC is equivalent to the leakage of the system. Then we extract an equation with constraints characterizing this reward as a function of the prior information \(I\) of the attacker. Finally, we maximize the equation and obtain the maximum leakage, i.e. the channel capacity. In the next Section we will apply this method to compute the channel capacity of attacks to the Onion Routing protocol.

**Step 1: Find the parameterized MC.** We abuse the notation of Markov chain allowing the use of variables in the transition probabilities. This allows us to transform the MDP semantics of a program \(P\) in a MC with the transition probabilities parameterized by the probability of choosing the actions in each state.

Consider the MDP in Fig 5a: in state \(S_0\) either \(h = 0\) or \(h \neq 0\) and the system moves to the next state with the appropriate transition probability. Let \(P(0)\) and \(P(\neg 0)\) be \(P(h = 0|S_0)\) and \(P(h \neq 0|S_0)\) respectively; then we can transform the MDP in the MC in Fig 5b, with the constraint \(P(0) + P(\neg 0) = 1\).
We hide the states in $T_A$ in the MC obtaining the observational reduction $C$, as described in Sect. 5.

Step 2: Define a reward function for leakage. We want to define a reward function on the parameterized MC such that the expected total reward of the chain is equivalent to the leakage of the system. This step can be skipped if the leakage equation can be obtained directly from the model, like in the examples in the next Section. In the example in Fig. 5 the system is deterministic, so its leakage is equal to its entropy by Corollary 1, and we just need to define the entropy reward function on transitions $R(s, t) = -\log_2 P_{s,t}$, as explained in [14].

For a probabilistic system we need to build another MC by composing $C/R_h$, $C/R_A$ and $C/R_A \cap R_h$, and we define the leakage reward function on the composed chain:

**Theorem 3.** Let $C$ be the parallel composition of $C/R_h$, $C/R_A$ and $C/R_A \cap R_h$. Let $R$ be a reward function on the transitions of $C$ such that

$$R(s_1 \times s_2 \times s_3, t_1 \times t_2 \times t_3) = \log_2 \frac{P_{s_1,t_1} P_{s_2,t_2}}{P_{s_3,t_3}}$$

Then the expected total infinite time reward of $C$ with the reward function $R$ is equivalent to $H(C/R_h) + H(C/R_A) - H(C/R_A \cap R_h)$ and thus to the leakage.

Step 3: Extract the leakage as an equation. Now that we have a reward function $R$ on the transitions of a MC characterizing the leakage of the system, we need to maximize it. One possible strategy is to extract the explicit equation of the reward of the chain as a function of the transition probabilities, which themselves are a function of the prior information $I$. For a reward function $R(s, t)$ on transitions the reward for the MC is

$$R(C) = \sum_{s \in S} R(s) \xi_s = \sum_{s \in S} \left( \sum_{t \in S} P_{s,t} R(s, t) \cdot \sum_{k=0}^{\infty} P_{s_i, s} \right)$$

Since for the leakage reward function $R(s, t)$ is a function of $P_{s,t}$, the transition probabilities are the only variables in the equation.

In the example in Fig. 5 the leakage is equal to the entropy, so the reward function is $R(s, t) = -\log_2 P_{s,t}$ and the leakage equation is

$$R(C) = - (P(0)/4 + P(-0)/2) \log ((P(0)/4 + P(-0)/2)) - (3P(0)/4 + P(-0)/2) \log ((3P(0)/4 + P(-0)/2))$$

under the constraint above.

Step 4: Maximize the leakage equation Maximizing the extracted constrained leakage equation computes the channel capacity of the system. This can be done with any maximization method. Note that in general the strategy maximizing this reward function will be probabilistic, and thus will have to be approximated.
numerically. In the cases in which the maximum leakage strategy is deterministic, an analytical solution can be defined via Bellman equations. This case is more complex than standard reward maximization for MDPs, since the strategy in every state must depend on the same prior information \( I \), and this is a global constraint that cannot be defined in a MDP. A theoretical framework to automate this operation is being studied, but most cases are simple enough to not need it, like the examples in the next Section.

8 Onion Routing

8.1 Case: Channel Capacity of Onion Routing

Onion Routing [9] is an anonymity protocol designed to protect the identity of the sender of a message in a public network. Each node of the network is a router and is connected to some of the others, in a directed network connection topology; the topology we consider is the depicted in Fig. 6. When one of the nodes in the topology wants to send a message to the receiver node \( R \), it initializes a path through the network to route the message instead of sending it directly to the destination. The node chooses randomly one of the possible paths from itself to \( R \), respecting the following conditions:

1. No node can appear in the path twice.
2. The sender node cannot send the message directly to the receiver.
3. All paths have the same probability of being chosen.

If some nodes are under the control of an attacker, he may try to gain information about the identity of the sender. In this example node 3 is a compromised node; the attacker can observe the packets transitioning through it, meaning that when a message passes through node 3 the attacker learns the previous and next node in the path. The goal of the attacker is to learn the identity of the sender of the message; since there are 4 possible senders, this is a 2-bit secret.

![Fig. 6. Network topology for Onion Routing](image)

Figure 7 summarizes the possible secrets of the protocol, the corresponding paths, the observation for each path assuming node 3 is compromised and the probability that a given sender will choose the path.

| \( h \) | Path | \( o \) | \( P(o|h) \) |
|---|---|---|---|
| 1(\( h_1 \)) | 1 → 2 → R | NN | 1 |
| 2 → 3 → R | 2R | 1 |
| 2(\( h_2 \)) | 2 → 3 → R | 2R | 1 |
| 3(\( h_3 \)) | 3 → 2 → R | N2 | 1 |
| 4(\( h_4 \)) | 4 → 3 → R | 4R | 1 |
| 4 → 3 → 2 → R | 42 | 1 |

![Fig. 7. Onion Routing paths, observations and probabilities](image)
We give directly the MDP semantics of the system in Fig. 8; its WHILE code is not shown for simplicity. The prior information $I$ of the attacker consists of the prior probabilities he assigns to the identity of the sender; we use $h_i$ to denote $P(h = i)$, for $i = 1...4$. Clearly $h_1 + h_2 + h_3 + h_4 = 1$. The full system is represented in Fig. 8, parameterized on the $h_i$ parameters. Each state is labelled with the low-level variables $l$ and $o$ and the confidential variable $h$. Variable $l$ represents the name of the node being visited in the Onion Routing topology, $o$ represents the observables in that node (the nodes before and after it in the path), and $h$ the name of the sender of the message.

Since the attacker can observe only node 3, all states with $l ≠ 3$ except the initial state are unobservable $\tau$-states. We reduce the chain accordingly; the resulting observational reduction is shown in Fig. 9a. We call it $C$. Note that one of the paths does not pass through node 3, so if that path is chosen the attacker will never observe anything; in that case the system diverges. We assume that the attacker can recognize this case, using a timeout or similar means.

To compute the leakage we need also to define $R_h$ and $R_A$. This is straightforward; $R_h$ is $((s, t) \in (S \times S)|h_s = h_t)$ and $R_A$ is $((s, t) \in (S \times S)|o_s = o_t)$. The resulting MCs $C/R_h$ and $C/R_A$ are shown in Fig. 9bc. Note that $C/R_h \cap C/R_A = C$. 

---

Fig. 8. Markov Decision Process for Onion Routing
Fig. 9. Markov chains for Onion Routing: a) Observable reduction b) C/Rh c) C/RA

Since the system is very simple, we can extract the leakage equation directly from Def. 4. The leakage parameterized on $I$ is

$$H(C/R_h) + H(C/R_A) - H(C/R_A \cap R_h) =$$

$$= H(h_1, h_2, h_3, h_4) + H(h_1 \cdot \frac{1}{2}, h_2, h_3, \frac{h_4}{2})$$

$$- H(\frac{h_1}{2}, h_2, h_3, \frac{h_4}{2})$$

(4)

Under constraints $0 \leq h_i \leq 1$ and $h_1 + h_2 + h_3 + h_4 = 1$ it has its maximum of 1.819 bits at $h_1 = 0.2488$, $h_2 = 0.1244$, $h_3 = 0.2834$, $h_4 = 0.2834$, thus these are the channel capacity and the attacker with highest leakage.

8.2 Case: Channel Capacity of Discrete Time Onion Routing

Due to our intensional view of the system, we can naturally extend our analysis to integrate timing leaks. Time-based attacks on the Tor implementation of the Onion Routing network have been proven to be effective, particularly in low-latency networks [10,11]. We show how to quantify leaks for an attacker capable to make some timing observations about the network traffic.

In this example there are two compromised nodes, $A$ and $B$, and the attacker is able to count how many time units pass between the message being forwarded by $A$ and the message arriving in $B$. The topology of the network is shown in Fig. 10 and the relative paths, observations and probabilities in Fig. 11. We will ignore messages departing from the compromised nodes $A$ and $B$ for simplicity.
We add to the system a low-level variable $t$ that represents the passage of the time between the message passing by $A$ and passing by $B$. Variable $t$ is initialized to 0 when the message passes by $A$ and increased by 1 at each subsequent step. We will analyze the difference of leakage between the attacker $A_T$ that can discriminate states with different values of $t$ and the attacker $A_N$ that does not have this power.

Both attackers are able to observe nodes $A$ and $B$, so they have the same hidden states. Their observable reduction $C$ of the system is the same, depicted in Fig. 12a. The secret’s discrimination relation is also the same: $R_h = \left\{(s,t) \in (S \times S) | h_s = h_t \right\}$, and the resulting quotient $C/R_h$ is depicted in Fig. 12b.

The two attackers have two different discrimination relations. For the attacker $A_N$, who is not able to keep count of the discrete passage of time, the relation is $R_{A_N} = \left\{(s,t) \in (S \times S) | o_s = o_t \right\}$, while for the time-aware attacker $A_T$ it is $R_{A_T} = \left\{(s,t) \in (S \times S) | o_s = o_t \land t_s = t_t \right\}$. The resulting MCs $C/R_{A_T}$ and $C/R_{A_N}$ are shown in Fig. 13.

Note that since the time-aware attacker has strictly more discriminating power, since $R_{A_T} \subseteq R_{A_N}$, we expect that he will leak more information. We show now how to validate this intuition by computing the difference of the leakage between $A_T$ and $A_N$. The difference of the leakage between the two attackers is

$$I(C/R_h; C/R_{A_T}) - I(C/R_h; C/R_{A_N}) =$$

$$H(C/R_h) + H(C/R_{A_T}) - H(C/R_{A_T} \cap R_h) - H(C/R_h) -$$

$$- H(C/R_{A_N}) + H(C/R_{A_N} \cap R_h) =$$

$$H(C/R_{A_T}) - H(C/R_{A_N}) =$$

$$H\left( h_1 + \frac{h_2}{2}, \frac{h_2}{2} + h_3 + h_4 \right) + \left( h_1 + \frac{h_2}{2} \right) H\left( \frac{1}{3}, \frac{2}{3} \right) -$$

$$- H\left( h_1 + \frac{h_2}{2}, \frac{h_2}{2} + h_3 + h_4 \right) =$$

$$\left( h_1 + \frac{h_2}{2} \right) H\left( \frac{1}{3}, \frac{2}{3} \right) \approx$$

$$0.91829 \left( h_1 + \frac{h_2}{2} \right)$$

$$(5)$$
showing that the time-aware attacker $A_T$ leaks $\approx 0.91829 \left( h_1 + \frac{h_2}{2} \right)$ bits of information more than the time-unaware attacker $A_N$.

9 Related work

Alvim, Andrés and Palamidessi [19] study leakage and channel capacity of interactive systems where secrets and observables can alternate during the computation.

Chen and Malacaria study leakage and channel capacity of traces and subtraces of programs [18], and, in [20], consider transition systems with particular attention to multi-threaded programs. They use Bellman equations to determine the minimal and maximal leakage. None of these works however deal explicitly with Markov Chains and randomized systems.

Intensional aspects of systems like timing leaks have been investigated by Köpf et al. in [7,6] and more recent work by Köpf, Mauborgne and Ochoa has investigated caching leaks [21].

Channel capacity for the Onion Routing protocol has been first characterized by Chen and Malacaria using Lagrange multipliers [5].

Recently Alvim et al. [22] have proposed a generalization of min-leakage by encapsulating it in problem-dependent gain functions. They suggest a generalization of LOI which would be interesting to compare with our work. On the other hand the use of alternative measure of leakage like g-leakage is a relatively orthogonal
idea and could be applied to our approach as well, substituting min-leakage with Shannon leakage.

The Lattice of Information approach to security seems to be related to the Abstract Interpretation approach to code obfuscation investigated by Giacobazzi et al. [23]; it would be interesting to further understand the connection between these approaches.

10 Conclusion

We presented a method to quantify the information leakage of a probabilistic system to an attacker. The method considers the probabilistic partial information semantics of the system and allows to encode attackers that can partially observe the internal behavior of the system. The method presented can be fully automated, and an implementation is being developed. The paper extends the consolidated LoI approach for leakage computation to programs with randomized behavior.

We extended the method to compute the channel capacity of a program, thus giving a security guarantee that does not depend on a given attacker, but considers the worst case scenario. We show how this can be obtained by maximizing an equation parameterized on the prior information of the attacker. The automatization of this computation raises interesting theoretical problems, as it requires to encode the property that all probability distributions on state must be derived from the same prior information, and thus involves a global constraint. We intend to work further on identifying suitable optimizations for constraints arising in this problem.

Finally, we analyzed the channel capacity of the Onion Routing protocol, encoding the classical attacker able to observe the traffic in a node and also a new attacker with time-tracking capabilities, and we proved that the time-tracking attacker is able to infer more information about the secret of the system.

References


20
Appendix

Corollary 2. Let \( \mathcal{P} \) be a program and \( o_i \) its outputs. For each \( o_i \), the total probability of reaching absorbing states labelled with \( o_i \) in the MDP semantics of \( \mathcal{P} \) is equal to \( \mathbb{P}(|\mathcal{P}| = o_i) \) where \( |\mathcal{P}| \) is the r.v. derived from the denotational semantics of the program (i.e. \( \text{LoI}(\mathcal{P}) \)).

Proof (of Theorem 2). Since all internal states are hidden, the MC will look like a 1-step probability distribution from the starting state to the output states. By Corollary 2 the probability of observing the observations \( o_i \) is consistent with the probability of observing the same observations in \( \mathcal{P} \), thus \( H(\mathcal{C}/\mathcal{R}_{A_2}) = H(|\mathcal{P}|) = \text{Leakage}(\mathcal{P}) \).

The proof of Theorem 3 follows immediately from the following Lemma:

Lemma 1. Let \( \mathcal{C}_1 = (S_1, s_1^0, P_1) \), \( \mathcal{C}_2 = (S_2, s_2^0, P_2) \) be Markov chains. Let \( C(S, s_0, P) \) be their synchronous parallel composition, i.e. \( S = S_1 \times S_2 \), \( s_0 = s_1^0 \times s_2^0 \) and

\[
P_{s_1 \times s_2, t_1 \times t_2} = P_{s_1, t_1} P_{s_2, t_2}.
\]

Let \( R^+ \) and \( R^- \) be reward functions on the transitions of \( C \) such that

\[
R^+(s_1 \times s_2, t_1 \times t_2) = \log_2 (P_{s_1, t_1} P_{s_2, t_2}).
\]

\[
R^-(s_1 \times s_2, t_1 \times t_2) = \log_2 \left( \frac{P_{s_1, t_1}}{P_{s_2, t_2}} \right).
\]

Then the expected total infinite time reward of \( C \) with the reward function \( R^+ \) is equivalent to \( H(\mathcal{C}_1) + H(\mathcal{C}_2) \) and the expected total infinite time reward of \( C \) with the reward function \( R^- \) is equivalent to \( H(\mathcal{C}_1) - H(\mathcal{C}_2) \).

Proof. We will prove the result for \( R^- \); the proof for \( R^+ \) is symmetrical. Consider a state \( s = s_1 \times s_2 \) of \( C \). The expected reward of \( s \) is

\[
R^-(s) = \sum_{t \in S} P_{s, t} R^-(s, t)
\]

\[
= \sum_{t_1 \in S_1} \sum_{t_2 \in S_2} P_{s_1, t_1} P_{s_2, t_2} \log_2 \frac{P_{s_1, t_1}}{P_{s_2, t_2}}
\]

\[
= \sum_{t_1 \in S_1} \sum_{t_2 \in S_2} P_{s_1, t_1} P_{s_2, t_2} (\log_2 P_{s_1, t_1} - \log_2 P_{s_2, t_2})
\]

\[
= \sum_{t_1 \in S_1} \sum_{t_2 \in S_2} P_{s_1, t_1} P_{s_2, t_2} \log_2 P_{s_1, t_1} - \sum_{t_1 \in S_1} \sum_{t_2 \in S_2} P_{s_1, t_1} P_{s_2, t_2} \log_2 P_{s_2, t_2}
\]

\[
= \sum_{t_2 \in S_2} P_{s_2, t_2} \sum_{t_1 \in S_1} P_{s_1, t_1} \log_2 P_{s_1, t_1} - \sum_{t_1 \in S_1} P_{s_1, t_1} \sum_{t_2 \in S_2} P_{s_2, t_2} \log_2 P_{s_2, t_2}
\]

\[
= 1 \cdot \sum_{t_1 \in S_1} P_{s_1, t_1} \log_2 P_{s_1, t_1} - 1 \cdot \sum_{t_2 \in S_2} P_{s_2, t_2} \log_2 P_{s_2, t_2}
\]

\[
= L(s_1) - L(s_2)
\]
thus the expected total reward of $C$ is

$$R^-(C) = \sum_{s \in S} R^-(s) \xi_s$$

$$= \sum_{s \in S} R^-(s) \sum_{n=0}^{\infty} P^n_{s_0, s}$$

$$= \sum_{s_1 \in S_1} \sum_{s_2 \in S_2} (L(s_1) - L(s_2)) \sum_{n=0}^{\infty} P^n_{s_1, s_1} P^n_{s_2, s_2}$$

$$= \sum_{s_1 \in S_1} L(s_1) \left( \sum_{n=0}^{\infty} P^n_{s_1, s_1} \sum_{s_2 \in S_2} P^n_{s_2, s_2} \right) - \sum_{s_2 \in S_2} L(s_2) \left( \sum_{n=0}^{\infty} P^n_{s_2, s_2} \sum_{s_1 \in S_1} P^n_{s_1, s_1} \right)$$

$$= \sum_{s_1 \in S_1} L(s_1) \xi_{s_1} - \sum_{s_2 \in S_2} L(s_2) \xi_{s_2}$$

$$= H(C_1) - H(C_2).$$
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Abstract. Quantitative security analysis evaluates and compares how effectively a system protects its secret data. We introduce QUAIL, the first tool able to perform an arbitrary-precision quantitative analysis of the security of a system depending on private information. QUAIL builds a Markov Chain model of the system’s behavior as observed by an attacker, and computes the correlation between the system’s observable output and the behavior depending on the private information, obtaining the expected amount of bits of the secret that the attacker will infer by observing the system. QUAIL is able to evaluate the safety of randomized protocols depending on secret data, allowing to verify a security protocol’s effectiveness. We experiment with a few examples and show that QUAIL’s security analysis is more accurate and revealing than results of other tools.

1 Introduction

The Challenge. Qualitative analysis tools can verify the complete security of a protocol, i.e. that an attacker is unable to get any information on a secret by observing the system—a property known as non-interference. Non-interference holds when the system’s output is independent from the value of the secret, so no information about the latter can be inferred from the former [20]. However, when non-interference does not hold, qualitative analysis cannot rank the security of a system: all unsafe systems are the same.

Quantitative analysis can be used to decide which of two alternative protocols is more secure. It can also assess security of systems that are insecure, but nevertheless useful, in the qualitative sense, such as a password authentication protocol, for which there is always a positive probability that an attacker will randomly guess the password. A quantitative analysis is challenging because it is not sufficient to find a counterexample to a specification to terminate. We need to analyze all possible behaviors of the system and quantify for each one the probability that it will happen and how much of the protocol’s secret will be revealed. So far no tool was able to perform this analysis precisely.

Quantitative analysis with QUAIL. We use Quantified Information Flow to reduce the comparison of security of two systems to a computation of expected amount of information, in the information-theoretical sense, that an attacker would learn about the secret by observing a system’s behavior. This expected amount of information is known as information leakage [9,15,8,12,21] of a system. It amounts to zero iff the system is
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non-interfering [15], else it represents the expected number of bits of the secret that the attacker is able to infer. The analysis generalizes naturally to more than two systems, hence allowing to decide which of them is less of a threat to the secrecy of the data.

To compute information leakage we use a stochastic model of a system as observed by the attacker. The model is obtained by resolving non-determinism in the system code, using the prior probability distribution over the secret values known to the attacker before an attack. Existing techniques represent this with a channel matrix from secret values to outputs [5]. They build a row of the channel matrix for each possible value of the secret, even if the system would behave in the same way for most of them. In contrast, we have proposed an automata based technique [3], using Markovian models. One state of a model represents an interval of values of the secret for which the system behaves in the same way, allowing for a much more compact and tractable representation.

We build a Markov chain representing the behavior observed by the attacker, then we hide the states that are not observable by the attacker, obtaining a smaller Markov chain—an observable reduction. Then we calculate the correlation between the output the attacker can observe and the behavior dependent on the secret, as it corresponds to the leakage. Since leakage in this case is mutual information, it can be computed by adding the entropy of the observable and secret-dependent views of the system and subtracting the entropy of the behavior depending on both. See [3] for details.

QUAIL (QUantitative Analyzer for Imperative Languages) implements this method. It is the first tool supporting arbitrary-precision quantitative evaluation of information leakage for randomized systems or protocols with secret data, including anonymity and authentication protocols. Systems are specified in a simple imperative modeling language further described on QUAILS website.

QUAIL performs a white-box leakage analysis assuming that the attacker has knowledge of the system’s code but no knowledge of the secret’s value, and outputs the result and eventually information about the computation, including the Markov chains computed during the process.

**Example.** Consider a simple XOR operation example. Variable $h$ stores a 1-bit secret. The protocol generates a random bit $r$, where $r = 1$ with probability $p$. It outputs the result of exclusive-or between values of $h$ and $r$. The attacker knows $p$ and can observe the output, so if $h = r$, but not the values of $r$ or $h$.

If $p = 0.5$ the attacker cannot infer any information about $h$, the leakage is zero bits (non-interference). If $p = 0$ or $p = 1$ then she can determine precisely the value of $h$, and thus the leakage is 1 bit. This can be verified efficiently with language-based tools like APEX [10]. However, QUAIL is the only tool able to precisely compute the leakage for all possible values of $p$ with arbitrary precision. Figure 1 shows that XOR protocol leaks more information as the value of $r$ becomes more deterministic. For instance $p = 0.4$ is safer than $p = 0.8$. 

![Fig. 1: Bit XOR leakage as a function of $\Pr(r = 1)$](image-url)
2 QUAIL Implementation

The input model is specified in QUAIL’s imperative language designed to facilitate succinct and direct modeling of protocols, providing features such as arbitrary-size integer variables and arrays, random assignments, while and for loops, named constants and conditional statements. Figure 2 presents the input code for the bit XOR example.

For a given input code QUAIL builds an annotated Markov chain representing all possible executions of the protocol, then modifies it to encode the protocol when observed by the attacker whose aim is to discover the protocol’s secret data. Finally, QUAIL extracts a model of the observable and secret-dependent behavior of the system, and computes the correlation between them, which is equivalent to the amount of bits of the secret that the attacker can infer by observing the system. We now discuss QUAIL implementation following the five steps of the method proposed in [3]:

Step 1: Preprocessing. QUAIL translates the input code into a simplified internal language. It rewrites conditional statements and loops (if, for and while) to conditional jumps (if-goto) and substitutes values for named constant references.

Step 2: Probabilistic symbolic execution. QUAIL performs a symbolic forward execution of the input program constructing its semantics as a finite Markov chain (a fully probabilistic transition system) with a single starting state. To this end, QUAIL needs to know the attacker’s probability distributions over the secret variables. For each conditional branch, we compute the conditional probability of the guard being satisfied given the values of the public variables and the probability distributions over the secret variables. Then QUAIL generates two successor states, one for the case in which the guard is satisfied and one when not satisfied. This is the most time-consuming step, so QUAIL uses an on-the-fly optimization to avoid building internal states that would be removed in the next step. For instance, it does not generate new states for assignments to a non-observable public variable. Instead it changes the value of the variable in the current state.

Step 3: State hiding and model reduction. To represent what the attacker can examine, QUAIL reduces the Markov chain model by iteratively hiding all unobservable states. For the standard attacker, these are all the internal states, i.e. all the states except the initial and the output states. A state is hidden by creating transitions from its predecessors to its successors and removing it from the model. This operation normally eliminates more than 90% of the states of the Markov chain model, building its observable reduction. This operation also detects non-terminating loops and collapses them into a single non-termination state. States are equipped with a list of their predecessors and successors to quicken this step. An observable reduction looks like a probability distribution from the starting states to the output states, since all other states are hidden.

Step 4: Quotienting. Recall from Sect.1 that we have to quantify the correlation between the observable and secret-dependent views of the system. QUAIL relies on the notion of quotients to represent different views of the system and compute their correlation. A quotient is a Markov chain obtained by merging together states in the observable
Fig. 2: Bit XOR example: input code (on the left) and preprocessed code (on the right).

reduction that give the same value to some of the variables. QUAIL quotients the observable reduction separately three times to build three different views of the system. QUAIL uses the attacker model again to know which states are indistinguishable as they assign the same values to the observable variables. These states are merged in the attacker’s quotient. Similarly, in the secret’s quotient states are merged if they have the same possible values for the secret, while in the joint quotient states are merged if they both have the same values for the secret and cannot be discriminated by the attacker. Since information about the states’ variables is not needed to compute entropy, quotients carry none, reducing time and memory required to compute them.

Step 5: Entropy and leakage computation. The information leakage can be computed as the sum of the entropies of the attacker’s and secret’s quotients minus the entropy of the joint quotient [3]. The three entropy computations are independent and can be parallelized. QUAIL outputs the leakage with the desired amount of significant digits and the running time in milliseconds. If requested, QUAIL plots the Markov chain models using Graphviz.

3 On Using QUAIL

QUAIL is freely available from https://project.inria.fr/quail, including source code, binaries and example files. We demonstrate usage of QUAIL to analyze the bit XOR example. Let bit_xor.quail be the file containing the input shown in Fig. 2. The command

```
quail bit_xor.quail -p 2 -v 0
```

executes QUAIL with precision limited to 2 digits (\(-p 2\)), suppressing all output except the leakage result (\(-v 0\)). In response QUAIL generates a file bit_xor.quail.pp with the preprocessed code shown in Fig. 2, analyzes it and finally answers 0.0 showing that in this case the protocol leaks no information (so non-interference). For different probability of the random bit \(r\) in line 4 QUAIL obtains a different leakage (cf. Fig. 1). For instance, for \(p = 0.8\) the leakage is \(~0.27807\) bits.

4 Comparison with Other Tools

QUAIL precisely evaluates the value of leakage of the input code. This not only allows proving non-interference (absence of leakage) but also enables comparing relative safety of similar protocols. This is particularly important for protocols that exhibit
Table 1: QUAIL analysis of the leakage in an authentication program

<table>
<thead>
<tr>
<th>Password length</th>
<th>2</th>
<th>32</th>
<th>64</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leakage</td>
<td>$8.11 \cdot 10^{-1}$</td>
<td>$7.78 \cdot 10^{-9}$</td>
<td>$3.54 \cdot 10^{-18}$</td>
<td>$1.52 \cdot 10^{-148}$</td>
</tr>
</tbody>
</table>

inherent leakage, such as authentication protocols. For instance, with a simple password authentication, the user inputs a password and is granted access privilege if the password corresponds to the secret stored in the system. The chance of an attacker guessing a password is always positive (although it depends on the password’s length). Also, even if the attacker gets rejected she learns something about the secret—the fact that the attempted value was not correct. QUAIL can quantify the precise leakage as a function of the bit length of the password, as shown in Table 1.

Existing qualitative tools can establish whether a protocol is completely secure or not, i.e. whether it respects non-interference. They cannot discriminate protocols that allow acceptable and unacceptable violations of non-interference. APEX [10] is an analyzer for probabilistic programs that can check programs equivalence, while PRISM [14] is a probabilistic model-checker. With these tools authentication protocols will always be flagged as unsafe, and a comparison between them is impossible.

QUAIL can be used also to analyze anonymity protocols, like the grade protocol and the dining cryptographers [6]. The interested reader can find discussion and input code for these examples on the QUAIL website. These protocols provide full anonymity on the condition that some random data is generated with a uniform probability distribution; their effectiveness in these cases can be efficiently verified with the qualitative tools above. If the probability distribution over the random data is not uniform some private data is leaked, and QUAIL is again the only tool that can quantify this leakage. Presently, the models for these protocols tend to grow exponentially, so the analysis becomes time-consuming already for about 6–7 agents.

Qualitative tools and technique are more closely related to QUAIL; we present some of them and discuss the main differences. It is worth noting that most of them either do not work for analyzing probabilistic programs [1,11,13,17] or are based on a channel matrix with an impractical number of lines [4,7].

JPF-QIF [19] is a tool that computes an upper bound of the leakage by estimating the number of possible outputs of the system. JPG-QIF is much less precise than QUAIL, and it is not able for instance to prove that the security of an authentication increases by increasing the password size.

McCamant and Ernst [16] and Newsome, McCamant and Song [18] propose quantitative extensions of taint analysis. This approach, while feasible even for large programs, still does not allow to analyze probabilistic programs, making it unsuitable for security protocols.

Bérard et al. propose a quantification of information leakage based on mutual information, though they name it restrictive probabilistic opacity [2] and do not refer to some of the core papers of the subject, like the works of Clark, Hunt and Malacaria [8,9]. The approach tries to quantify leakage on probabilistic models, and is thus philosophically close to ours. They compute mutual information as the expected difference between
prior and posterior entropy, and since the latter depends on all possible values of the secret we expect that an eventual implementation would be in general very inefficient compared to the QUAIL quotient-based approach.
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A Running QUAIL through an example

We detail in this appendix the result of the computations performed by QUAIL when analyzing the bit XOR example presented in Fig. 2. We consider the value of 0.8 for the random bit probability on line 4. We launch QUAIL as explained in Section 3:

```
quail bit_xor.quail -p 3 -v 0 -mc 0 1 2 3 4 -Tpdf
```

This will compute the leakage of the program with a precision of 3 digits for the computations. Using the options `-mc 0 1 2 3 4 -Tpdf` it will also produce 5 Markov chains in a PDF format, corresponding to the different intermediate steps of the computation. As a result the tool outputs the leakage of the program which is:

0.28

To compute this result Step 1 converts the input program given on the left of Fig. 2 into a preprocessed program shown on the right. This program is written in a separate file `bit_xor.quail.pp`.

In Step 2, QUAIL parses the preprocessed code and builds the Markov chain model shown in Fig. ?? that corresponds to all the executions of the program. Note that public variables are labeled with a precise value in each state (e.g. \( l=0 \)) while private variables have intervals of allowed values (e.g. \( h=[0,1] \)).

In Step 3, QUAIL hides all non observable states, i.e. the internal states, and produces a Markov chain with only transitions between the initial states and the output states, as shown in Fig. ??.

In Step 4, QUAIL computes the quotient Markov chains. In the attacker’s quotient, since in both states s13 and s14 the observable variable \( l \) equals to 1, these two states are merged together, and similarly for the states s12 and s16 in which \( l = 0 \). The result is shown in Fig. ??.

In the secret’s quotient, the states s12 and s14 share the value \( h = 0 \) for the secret variable, whereas the states s13 and s16 share the value \( h = 1 \). These states are merged together as shown in Fig. ??.

Fig. 3: Bit XOR example: Markov chain model of the program
Finally, in the joint quotient, we consider the intersection of the two previous discrimination relations, i.e. only states with the same value to both observable and secret variables can be merged together. This is not the case for any state in the observable reduction, and therefore the joint quotient Markov chain shown in Fig. ?? is similar to the original observable reduction of Fig. ??.

In the final Step 5, QUAIL computes the entropy of the three quotients Markov chains. The entropy of the attacker’s quotient is:

$$H_a = -0.5 \times \log(1/0.5) - 0.5 \times \log(1/0.5) = 1$$

The entropy of the secret’s quotient is the same:

$$H_s = -0.5 \times \log(1/0.5) - 0.5 \times \log(1/0.5) = 1$$

The entropy of the joint quotient is:

$$H_j = -0.4 \times \log(1/0.4) \times 2 - 0.1 \times \log(1/0.1) \times 2 = 1.058 + 0.664 = 1.722$$

The information leakage is the sum of the first two entropies minus the entropy of the joint quotient, therefore:

$$L = H_a + H_s - H_j = 2 - 1.722 = 0.278$$

This result is rounded to 0.28 in the final output.
B QUAIL imperative language

B.1 Variable declarations

All variables in QUAIL are fixed sized integers. They are declared at the beginning of the program. Constants can be declared in the following manner:

```
const N := 4;
```

They are replaced by their value during the preprocessing step.

Public variables are either public or observable. In the latter case the attacker will be able to distinguish their value. They are declared in the following manner:

```
public int4 var; or observable int4 var;
```

declares a 4 bits integer variable whose name is var, either public or observable.

```
public int4 var := 5;
```

declares var and initializes it to value 5. Any expression can be used to initialized a variable, provided that the variables used in the expression are public or constants and have been previously declared. Variables not initialized are implicitly initialized to the value 0.

Private variables are either private or secret. The attacker will only infer knowledge on the latter. They are declared in the following manner:

```
private int4 var; or secret int4 var;
```

declares a 4 bits integer variable whose name is var, either private or secret.

```
private int4 var := [0,1][2,5];
```

declares var and restricts its range to the two intervals [0,1] and [2,5]. Again any expression can be used in the bounds of the intervals.

B.2 Arrays

Variables can also be arrays of integers and multi-dimensional arrays. Arrays are declared in addition to the integer type of a variable.
public array[4] of int4 tab;
declares a public variable tab that is an array of 4 bits integer of size 4 whose indices range from 0 to 3, while

public array[1..4] of int4 tab;
declare tab as an array of size 4 whose indices range from 1 to 4. The size of an array can be any expression that evaluates to an integer.

Arrays are replaced during the preprocessing. Therefore, an array variable named tab, whose indices range from 0 to 3, declares 4 variables, whose name are tab[0], tab[1], tab[2] and tab[3]. They have the same publicity and the same integer type as the array.

An array may be initialized with a set of initial values:

public array[1..4] of int4 tab := {1,1,2,2};
initializes tab such that tab[1] and tab[2] are equal to 1, while tab[3] and tab[4] are equal to 2. Private arrays can be initialized like any private variable, with a set of intervals:

private array[1..4] of int4 tab := [0,1];
In that case all the variables in the array are initialized to the same range of integers.

B.3 Expressions

Expressions are used in guards, assignments, variables initialization and arrays indices. Binary operators (|, &&, ^, +, -, * and /) and unary operators (-, !) can used. Classical operators precedence is assumed. For boolean operations integer variables are considered as a true value if non null, and false if null. Only public variables, constants and integers can be used in expressions.

B.4 Guards

Guards are limited to a single comparison between a variable on the left side (either public, or private, or constant, or an integer value) and an expression on the right side. Any comparison operator among <, >, <=, >=, == and != can be used.

B.5 Assignments

An assignment statement is written in the following manner:

assign var := expr;
where var is a public variable (possibly with indices) and expr is an expression containing no private variables.

B.6 Random assignments

The program can used two types of random primitives to assign values to a variable.

random var := random(expr_min, expr_max);
assigns to a public variable var a random value, chosen between the values of expr_min and expr_max, with a uniform probability distribution.
random var := randombit(p);
where p is a float value lower than 1, assigns to a public variable var a random bit value,
that is 0 with probability p, and 1 with probability 1 − p.

B.7 IF statements

IF conditional statements starts with the keyword if, possibly followed by elif and else, and ends with fi. The consequent statements are listed after the keyword then. For example the following structures are allowed:

if (h <= l) then assign var:=1;
fi

if (h <= l) then assign var:=1;
else assign var:=2;
assign var:=var+1;
fi

if (h <= l) then assign var:=1;
elif (h==l) then assign var:=2;
fi

if (h <= l) then assign var:=1;
elif (h==l) then assign var:=2;
elif (h==l+1) then assign var:=2;
else assign var:=2;
fi

B.8 WHILE statements

Conditional WHILE loop starts with the keyword while, followed by a guard, and the statements included in the loop are listed between the keywords do and od. For example the following structure is allowed:

while (h <= l) do
assign l := 1;
assign var := 2;
od

B.9 FOR statements

A FOR loop can be used to browse all the elements of an array. The syntax is:

for (var in tab) do
assign var := var+1;
od

The variable var is a local variable that must only be used inside the loop. It will take successively each value in the array tab. Note that if tab is a multi-dimensional array var is also an array.
B.10 Return statements

The program ends when a return statement is reached. Its syntax is simply:

```return;```

C Further examples

C.1 The Grade protocol

In the Grades protocol a group of \( k \) students \( s_1,\ldots,s_k \) is given each a secret grade \( g_i \) between 0 and \( m-1 \). The students want to compute the sum of their grades without disclosing them. To this aim they produce \( k \) random numbers between 0 and \( n = (m - 1) \ast k + 1 \) such that the number \( r_i \) is known only to the students \( s_i \) and \( s_{(i+1)\%k} \). Then each student \( s_i \) outputs a number \( d_i = g_i + r_i - r_{(i+1)\%k} \), and the sum of all grades is equivalent to the sum of the outputs modulo \( n \). The input code for the Grade protocol is shown on Fig. ?? on the left.

To prove the security of the protocol, and thus the secrecy of the grades, we need to show that the information the attacker gains by knowing the declarations and the sum is the same as the information he would gain by knowing only the sum; the input code for the latter system is shown in Fig. ?? on the right. The leakage of the protocol for different numbers of students and grades is shown in Table ??(a); the leakage of the protocol declaring only the final sum is shown in Table ??(b). The tables are identical, demonstrating that when the attacker knows the students’ declarations and the sum of the grades, she does not learn more information than the sum of the grades.

Table 2: Grades: leakage tables for attacker knowing a) the outputs and b) the sum only

<table>
<thead>
<tr>
<th></th>
<th>Students</th>
<th></th>
<th>Students</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 3 4 5</td>
<td></td>
<td>2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Grades</td>
<td>1.500 1.811 2.030 2.198</td>
<td>Grades</td>
<td>1.500 1.811 2.030 2.198</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.197 2.525 2.745 2.910</td>
<td>3</td>
<td>2.197 2.525 2.745 2.910</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.655 2.984 3.201 3.365</td>
<td>4</td>
<td>2.655 2.984 3.201 3.365</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.999 3.325 3.541 timeout</td>
<td>5</td>
<td>2.999 3.325 3.541 timeout</td>
<td></td>
</tr>
</tbody>
</table>

C.2 The Dining Cryptographers protocol

The Dining Cryptographers protocol is an anonymity protocol in which a number of agents collaborate to a shared computation depending on each agent’s secret [6]. A group of \( n \) cryptographers is dining around a round table. At the end of the dinner, the waiter informs them that the bill has already been settled by someone who would prefer to remain anonymous. The cryptographers respect the payer’s wish for anonymity,
but would like to know whether the benefactor is one of them or an external party. To determine this, each pair of adjacent cryptographers toss a coin hidden from everybody else, so that each cryptographer knows the value of the coin to its left and to its right. Then each cryptographer declares aloud the exclusive OR of the two coins he sees, i.e. 0 if they have the same value and 1 otherwise. If one of the cryptographers is the payer, he declares the opposite. In the end, if an even number of ones is declared then someone else paid the bill, while if an odd number of ones is declared one of the cryptographers is the benefactor.

Figure ?? on the left shows the QUAIL input code for the Dining Cryptographers protocol. The leakage of the protocol depends on the randomness of the coin that the cryptographers toss; as the coin become more deterministic, so the probability of getting a head gets closer to 0 or 1, the attacker is more able to determine the identity of the payer.

Fig. 6: Grade example: input code for Grade (on the left) and for a protocol revealing only the sum of the grades (on the right).
Some results are shown in Fig. ?? on the right; for different numbers of cryptographers we show that as the probability of the coin toss approaches 0 or 1 the leakage increases. When it is 0 or 1 the leakage is equivalent to the bit size of the secret, i.e. the logarithm in base 2 of $n + 1$, proving that the whole secret gets leaked, and thus the attacker learns the identity of the payer, whoever he is.

```plaintext
// N is the number of cryptographers at the table
const N=3;
// this bit represents the output
observable int1 output;
// these bits represent the coin tosses
public array [n] of int1 coin;
// these are the observable coins
observable array[2] of int1 obscoin;
// this is just a counter
public int32 i := 0;
// these bits represent the bits declared by the three cryptographers
observable array [N] of int1 decl;
// the secret has N+1 possible values:
0  if someone else paid
1  if Cryptographer A paid
2  if Cryptographer B paid
3  if Cryptographer C paid
... and so on
secret int32 h := [0,N];
// tossing the coins
for (c in coin) do
random c := randombit(0.5);
od
// if the attacker is one of the cryptographers, he can observe two of the coins.
// To encode an external attacker comment the next two lines.
assign obscoin[0] := coin[0];
assign obscoin[1] := coin[1];
// producing the declarations according to the secret value
while (i<=N) do
if (h==i+1) then
assign decl[i] := ! decl[i];
if (h==i+1) then
 assign i := i+1;
 od
od
// producing the output bit and terminating
for (d in decl) do
assign output := output ^d;
od
return;
```

<table>
<thead>
<tr>
<th>Coin probability</th>
<th>0</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.32</td>
<td>1.76</td>
<td>1.56</td>
<td>1.50</td>
<td>1.56</td>
<td>1.76</td>
<td>2.32</td>
</tr>
<tr>
<td>Cryptographers</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7: Dining Cryptographers example: input code for the Dining Cryptographers (on the left) and leakage table as a function of the number of cryptographers and of the probability of the random coin toss (on the right).